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Message from the
28th USENIX Security Symposium
Program Co-Chairs

Welcome to the USENIX Security Symposium in Santa Clara, CA! We hope you enjoy the outstanding technical program
and invited talks. Now in its 28th year, the symposium brings together researchers and practitioners from across the field.
We encourage you to engage with the community through our events, hallway track, and questions for speakers.

This was an exciting year for the USENIX Security Symposium as we transitioned to a new paper reviewing model with
multiple submission deadlines. We want to use this opportunity to detail the model we instituted this year, as well as the
process we used to develop it.

The USENIX board asked us in June of 2018 if we would be willing to move to multiple submission deadlines for the 2019
Symposium, and tasked us with developing a plan to do so. We studied the processes and choices made by conferences that
had previously transitioned to multiple submission deadlines, including the IEEE Symposium on Security and Privacy, the
Privacy-Enhancing Technologies Symposium, the ACM International Conference on Mobile Computing and Networking,
and the Conference on Cryptographic Hardware and Embedded Systems, and consulted with former and current chairs of
these conferences. We then developed a preliminary plan that we presented to the USENIX Security Steering Committee for
feedback. After incorporating their suggested changes and receiving approval, we presented the plan to the USENIX Security
community at USENIX Security 2018 in August 2018 in a community meeting to gather feedback before publishing the of-
ficial Call for Papers.

We made the following choices in designing the new submission model:

e There would be four evenly-spaced submission deadlines throughout the year. We felt that this was a “sweet spot” that
would allow for the two-and-a-half-month review cycle that the community was used to, while still giving authors
multiple opportunities to submit their work when they felt it was ready. Since 2019 was a transitional year, we had two
submission deadlines. The first deadline in the fall was November 15, 2018, and the second deadline in the winter was
February 15, 2019.

» Like other conferences that have transitioned to multiple deadlines, we instituted a paper revision and resubmission pro-
cess, which we describe in more detail below.

e To try to make the reviewing and revision process as constructive as possible, we introduced “journal-style” review-
ing outcomes. That is, instead of rating papers “Accept”, “Weak Accept”, “Weak Reject”, or similar, we specified that
reviewers could give outcomes of “Accept”, “Minor Revision”, “Major Revision”, “Reject and Resubmit”, and “Reject”.

“Accept” has the same meaning as before. “Minor Revision” replaces “Accept with Shepherding”. Papers with this outcome
were assigned a shepherd who articulated a specific list of textual changes, such as adding additional citations or clarifying
details of experiments, that the authors were requested to make, with the specific guidance that papers in this category were
not accepted until the changes were made to the reviewers’ satisfaction.

“Major Revision” was the most significant change to the process. Papers receiving this outcome were returned to the authors
with a list of specific changes requested by the reviewers. These included performing additional experiments, adding ad-
ditional case studies or analyses, or requests for rewriting that were considered beyond the scope of what a shepherd could
reasonably guide. Authors of “Major Revision” papers were invited to resubmit to either of the next two submission deadlines,
with the promise that we would attempt to assign the same set of reviewers to review the resubmission, and that the resubmis-
sion would be evaluated according to the reviews and the specific changes requested by the reviewers. Papers receiving this
outcome were considered to still be under submission for the next two deadlines, and we asked authors to explicitly withdraw
their papers from consideration if they wished to submit the same work to another conference.

Finally, papers that were rejected could receive two possible outcomes. A “Reject and Resubmit” outcome was intended

to signal to the authors that the reviewers thought the work could likely be revised to be accepted, but that the scope of the
changes reviewers felt was required for acceptance was beyond what the reviewers could articulate in a specific list of “Major
Revision” requests, or would likely take longer than the four months that authors would have to revise their work for a “Major
Revision”. Papers receiving this outcome could not submit to either of the next two submission deadlines. Papers receiving a
“Reject” outcome were not allowed to resubmit for a full year after the submission date.



e There would be two in-person program committee meetings a year. While program committee meetings are expen-
sive and time-consuming, we received feedback from many community members that they serve an important role for
calibration and discussion. In the 2019 transitional year, we held only one in-person meeting associated with the winter
submission deadline.

e Asin previous years, for each submission deadline, we used a double-blind review process with two rounds of reviews.

We expected the total number of submissions to increase this year, in line with the experience of other conferences that have
transitioned to multiple submission deadlines. Accordingly, we gathered the largest program committee ever, with 100 mem-
bers and two chairs. We endeavored to assemble a diverse program committee in terms of area of expertise, seniority level,
geography, gender, race, and institution type. Members of the resulting program committee were 19% from industry, govern-
ment, or nonprofit, 25% female, and 27% based outside the US. The 2018 USENIX Security chairs invited members of the
community to volunteer themselves and others to serve on the 2019 program committee using a web form; we found this to
be an incredibly valuable resource when assembling our program committee.

A major goal of our changes to the reviewing system was to focus on returning helpful, constructive reviews to authors,

and to provide as much guidance as possible in moving submitted papers towards publication. Following last year, we also
assembled a Review Task Force (RTF) of five experienced program committee members to help ensure review quality and
encourage positive discussion. RTF members provided feedback on reviews, helped manage online discussion, and acted as
proxies for program committee members not in attendance in the in-person program committee meeting, in exchange for a
reduced reviewing workload. We found significant value in the RTF, and expanded their roles this year, particularly in facili-
tating online discussion and helping reviewers calibrate the new review outcomes across papers.

We received 260 submissions in the fall November 15, 2018 deadline. We administratively rejected four papers for violating
the call for papers, and two papers were withdrawn, leaving 254 submissions to be considered in Fall Round 1. Each paper
was assigned two reviews in the first round. Following three weeks of review and a week of online discussion, 93 papers were
early rejected on December 14. Of these, 41 were Rejected and 45 received a Reject and Resubmit outcome. A paper was
rejected if it received only scores of Reject or Reject and Resubmit, and neither reviewer saw value in additional reviews. The
outcome was agreed upon by the reviewers. Authors of rejected papers were not given the opportunity to appeal. We believed
that this early rejection step was critical, because it meant that the authors could immediately begin making changes to their
submission and have it evaluated by other reviewers at another venue. The authors of the remaining 161 papers were given
the opportunity to respond to the reviews and specific questions from the reviewers. Each fall Round 2 paper received two

or more additional reviews. After three more weeks of reviewing and 1.5 weeks of online discussion, we notified authors of
the Round 2 decisions on January 18, 2019. Of these papers, 11 were Rejected, 77 received a Reject and Resubmit Outcome,
48 received a Major Revision outcome, 20 received a Minor Revision outcome, and 5 were Accepted. All 20 Minor Revision
papers from the fall submission deadline were accepted by February 18, 2019.

We received 481 submissions in the winter February 15,2019 deadline. 38 of these were resubmissions of papers that re-
ceived a Major Revision decision from the fall deadline. Additionally, the authors of two Major Revision papers explicitly
wrote to withdraw their paper from the USENIX Security review process. We administratively rejected 20 papers for violat-
ing the call for papers, and four were withdrawn by the authors, leaving 457 papers to be considered in the winter Round 1.
We assigned the same reviewers as in the previous round to the resubmitted Major Revision papers, except in cases where
additional conflicts of interest arose or were discovered between the two deadlines, and assigned two reviewers to all other
papers. 211 papers were early rejected on March 21, 2019: 122 Rejected and 89 Reject and Resubmit. We also asked the
reviewers on Major Revision resubmissions to make decisions in Round 1: six papers were Accepted, 24 papers received a
Minor Revision, one paper received a Reject and Resubmit, and seven papers were Rejected. We chose to disallow multiple
Major Revision decisions in order to make sure that paper outcomes were decided in a reasonable time frame for authors.
This left 216 papers in Round 2.

The in-person PC meeting was held on April 29 and 30 at the University of Florida in Gainesville, Florida. We invited all
program committee members to attend the meeting but made attendance optional; 49 program committee members attended.
We were able to discuss 91 papers during the meeting, and all other decisions were made in online discussion. Among the pa-
pers in Round 2, 11 papers were Accepted, 48 received Minor Revisions, 33 received Major Revisions, 108 received a Reject
and Resubmit outcome, and 16 were Rejected. Further, one Minor Revision paper was ultimately rejected by the reviewers;
all the others were accepted by the camera-ready deadline of June 1.

In total, we accepted 113 of the 697 distinct, non-withdrawn submissions that we received this year, for a 16% acceptance rate
overall. The acceptance rate for the resubmitted Major Revision papers was 76%. Both the number of papers accepted and the
number of papers submitted are new records for the symposium, which was exceptionally competitive this year. We congratu-
late the authors on their excellent work and achievements!



It was an honor to be part of the large community effort that brings together the USENIX Security Symposium. The demands
placed on the program committee this year were exceptionally high, both in terms of reviewing load and in calibrating a new
reviewing system. Each member submitted about 22 reviews, for a total of 822 reviews in the fall and 1450 reviews in winter,
or 2272 reviews total, and more than 8600 comments were left in the discussions. It is our sincere hope that the new process
not only assisted in creating the strongest possible program, but also that it helped to improve the quality of reviews and men-
torship provided to the community.

We would especially like to thank our Review Task Force: Kevin Butler, Srdjan Capkun, Rachel Greenstadt, Jon McCune,
and Franzi Roesner. Yoshi Kohno was our steering committee liaison and was a great help. Michael Bailey also provided
valuable feedback from the board. We also thank the many external reviewers who provided additional expertise. We would
like to thank the invited talks committee (Devdatta Akhawe, Alex Gantmann, Giancarlo Pellegrino, Elissa Redmiles), the
Test of Time award committee (Matt Blaze, Dan Boneh, Kevin Fu, Fabian Monrose), the poster session chair Brad Reaves,
and the lightning talks chair Christina Garman. We are extremely grateful to the staff at USENIX who run everything behind
the scenes, particularly Casey Henderson, Jasmine Murcia, and Michele Nelson. Finally, we thank all of the authors of the
703 submitted papers for participating in the 28th USENIX Security Symposium.

Nadia Heninger, University of California San Diego
Patrick Traynor, University of Florida
USENIX Security *19 Program Co-Chairs
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Abstract

Bluetooth Low Energy (BLE) is a fast-growing wireless tech-
nology with a large number of potential use cases, particularly
in the IoT domain. Increasingly, these use cases require the
storage of sensitive user data or critical device controls on
the BLE device, as well as the access of this data by an aug-
mentative mobile application. Uncontrolled access to such
data could violate user privacy, cause a device to malfunction,
or even endanger lives. The BLE standard provides security
mechanisms such as pairing and bonding to protect sensitive
data such that only authenticated devices can access it. In this
paper we show how unauthorized co-located Android appli-
cations can access pairing-protected BLE data, without the
user’s knowledge. We discuss mitigation strategies in terms of
the various stakeholders involved in this ecosystem, and argue
that at present, the only possible option for securing BLE data
is for BLE developers to implement remedial measures in the
form of application-layer security between the BLE device
and the Android application. We introduce BLECryptracer,
a tool for identifying the presence of such application-layer
security, and present the results of a large-scale static anal-
ysis over 18,900+ BLE-enabled Android applications. Our
findings indicate that over 45% of these applications do not
implement measures to protect BLE data, and that cryptog-
raphy is sometimes applied incorrectly in those that do. This
implies that a potentially large number of corresponding BLE
peripheral devices are vulnerable to unauthorized data access.

1 Introduction

Bluetooth is a well-known technology standard for wireless
data transfer, currently deployed in billions of devices world-
wide [37]. A more recent addition to the Bluetooth standard
is Bluetooth Low Energy (BLE), which differs from Classic
Bluetooth in that it incorporates a simplified version of the
Bluetooth stack and targets low-energy, low-cost devices.

Its focus on resource-constrained devices has made BLE
highly suited for IoT applications [18], including personal

Jorge Blasco
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Royal Holloway University of London
Email: jorge.blascoalis @rhul.ac.uk

health/fitness monitoring [22], asset tracking [8], vehicular
management [13], and home automation [27]. Most of these
use cases augment the functionality of the BLE device with
a mobile application. This application may need to read or
write sensitive or critical data on the BLE device (for example,
glucose measurement values stored by a continuous glucose
meter, or a field that controls a door’s locking mechanism
in a smart home security system). To ensure privacy and
security/safety, measures should be taken to protect such data
from being accessed by unauthorized entities.

The Bluetooth specification provides means for restricting
access to BLE data via pairing and bonding, which are mech-
anisms for establishing an authenticated transport between
two communicating devices. However, when multiple appli-
cations reside on a single host, as is the case with mobile
devices, there is potential for a malicious application to abuse
a trusted relationship between the host and the device that
was initiated by an authorized application [31].

In this work, we show how a malicious application could
take advantage of the BLE communication model on Android
to read and write pairing-protected data on a BLE device
without the user’s knowledge. We also show that these unau-
thorized applications may be able to do so while requesting
minimal permissions, thereby making them appear less inva-
sive than even an authorized application.

We discuss various strategies, in terms of the different stake-
holders involved, that can be used to secure BLE data against
such unauthorized access. We argue that in the current land-
scape, it is up to the BLE device/application developers to im-
plement application-layer security to protect the data on their
devices. We perform a large-scale static analysis of 18,929
BLE-enabled Android applications (filtered down from an
original dataset of over 4.6 million applications) to determine
how many of them currently employ such protection mecha-
nisms. While the results vary for BLE reads vs. writes, overall
they show that more than 45% of the tested applications do
not provide cryptography-based application-layer security for
BLE data. This number rises to about 70% for those applica-
tions that are categorized under “Medical”. This information,
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Figure 1: GATT communications between a mobile phone
and a BLE-enabled glucometer.

when combined with the download counts for each applica-
tion, allows us to estimate a lower bound for the number of
BLE devices that may be vulnerable to unauthorized data
access.

The rest of this paper is structured as follows: Section 2
provides an overview of key BLE concepts, particularly with
regard to data access mechanisms and restrictions. We demon-
strate unauthorized BLE data access in Section 3. This section
also discusses stakeholders and possible mitigation strategies.
Section 4 details our marketplace application analysis and
examines the results. Related work is described in Section 5,
and Section 6 provides our concluding remarks.

2 Background

Two devices that communicate using BLE will operate in
an asymmetric configuration, with the more powerful device,
referred to as the central, taking on most of the resource-
intensive work. The resource-constrained device is termed the
peripheral and performs tasks that are designed to consume
fewer resources.

2.1 Data Access on BLE Devices

BLE, unlike Classic Bluetooth, can only handle discrete data
known as attributes. Attributes are stored and accessed ac-
cording to rules specified by the Attribute Protocol (ATT)
and the Generic Attribute Profile (GATT), both of which are
defined in the Bluetooth standard. There are different types of
attributes, of which characteristics are the most relevant for
our analysis, as they hold the actual data of interest. Related
characteristics are grouped into services, which are exposed
to connected devices [11].

When one BLE-enabled device wants to access attributes
on another BLE device, the device that initiates the exchange
takes on the role of GATT client and the other acts as the
GATT server. In this paper, we focus on the scenario where
the BLE peripheral (e.g., a glucose meter), acts as the server,
and a mobile phone acts as the client, as shown in Figure 1.

2.2 BLE Attribute Permissions

Every attribute has associated with it three permissions that
control how it may be accessed: (1) Access permissions define
whether an attribute can be read and/or written. (2) Authen-
tication permissions indicate the level of authentication and
encryption that needs to be applied to the transport between
the two devices before the attribute can be accessed. (3) Autho-
rization permissions specify whether end-user authorization
is required for access.

When a GATT client sends a read or write request for an
attribute to a GATT server, the server will check the request
against the permissions for that attribute, to determine whether
the requested access mechanism is allowed and whether the
client is authenticated and/or authorized, if required. An at-
tribute is only readable or writable if its access permissions
specify it to be so. In the case of authentication permissions,
if the attribute requires an authenticated or encrypted link
before it can be accessed (referred to as a “pairing-protecte”
attribute in this paper), and if such a link is not present when
the access request is made, then the server responds with
an Insufficient Authentication/Encryption message.
At this point, the client can initiate the pairing process to
authenticate and encrypt the transport. If this process com-
pletes successfully, the server will fulfill subsequent requests
made by the client. This procedure for handling authentica-
tion requirements is well-defined in the Bluetooth specifi-
cation. Authorization requirements, on the other hand, are
implementation-specific and largely left up to developers.

Once two devices complete the pairing process, they typi-
cally go through an additional bonding process, during which
long-term keys are established. This prevents the need for go-
ing through the pairing process again if they disconnect and
subsequently reconnect, provided they retain the long-term
keys. Upon re-connection, the link encryption process will be
initiated using the stored keys. Keys normally remain on the
devices unless the devices are reset or manually unpaired by
the user.

3 BLE Co-located Application Attacks

In this section, we show how any application on an Android
device can access pairing-protected attributes from a BLE
peripheral, even when the pairing process was initiated by
a different application. We then explore various mitigation
strategies that are available to different stakeholders in the
BLE ecosystem.

These attacks were also explored by Naveed et al. in 2014,
for Classic Bluetooth [31]. We show that the problem remains
on newer versions of Android, and also that the situation is
worse for BLE, as one of our attacks enables fewer restrictions
for access and requires fewer permissions of the malicious
application than even of the official application.
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3.1 Attack Mechanisms

We describe two attacks: the first shows that pairing-protected
data can be accessed by unauthorized applications, while the
second refines the attack and reduces the number of permis-
sions required by the unauthorized application. We use two
Android applications to describe the attacks: One application
that is expected to be able to connect to the BLE device and
access its data (“Official App”), and a different application
that should not be able to access pairing-protected data from
the device (“AttackApp”). We conducted our experiments on
an Alcatel Pixi 4 mobile phone, running Android 6.0, and
on a Google Pixel XL, running Android 8.1.0. Version 6.0
was the most widely-deployed release [2], while 8.1.0 was
the latest stable release, as of 01 Aug 2018.

3.1.1 Attack 1: System-wide Pairing Credentials

This attack demonstrates that the BLE credentials that are
stored on an Android device are implicitly available to all
applications on the device, rather than just the application that
originally triggered the pairing.

When the Official App connects to the BLE device and
attempts to access a pairing-protected characteristic, the re-
sulting exchange will trigger the Android OS into initiating
the pairing and bonding process (as depicted in the upper
block in Figure 2). The resultant keys are associated with
the link between the Android and BLE devices, rather than
between the BLE device and the Official App (which actually
triggered the pairing). Therefore, once bonding completes,
when the AttackApp scans and connects to the BLE device,
the Android OS completes the connection process and au-
tomatically initiates link encryption with the keys that were
generated during the previous bonding process (lower block
in Figure 2). This enables the AttackApp to have the same
level of access to the pairing-protected data on the device as
the Official App, but without the need for initiating pairing.

A key point to note here is that, not only is the unauthorized
AttackApp able to access potentially sensitive information
from the BLE device, but also the user is likely to be unaware
of the fact that this data access is taking place, as there is no
indication during link re-encryption and subsequent attribute
access.

3.1.2 Attack 2: Reuse of Connection

Our second attack exploits the fact that, on Android, a BLE
peripheral can be used concurrently by multiple applica-
tions [32]. In this attack, the AttackApp does not scan for BLE
devices. It instead searches for connected BLE devices us-
ing the BluetoothManager.getConnectedDevices () API
call, with BluetoothProfile.GATT as the argument. If the
Official App happens to be in communication with the BLE
device at the same time, this call will return a list with a ref-
erence to the connected BLE device. The AttackApp is then

| Apps | |Android OS] BLE

Offitial App]

startLeScan()

<device list> IECE‘

connect()

> Create Connection

Connection Complete
onConnect

readCharacteristic() Read Request: <protectedChar>

Error: Insufficient Authentication

< Pairing, Link Encryption, Bonding >

Read Request: <protectedChar>

onRead (- — — — — - — - - — - -

getValue()

<value>

closel .
0 Disconnect

AttgckApp)

startLeScan()

<device list> @a

connect()

Create Connection

Connection Complete

< Link Encryption >

readCharacteristic()

Read Request: <protectedChar>

onRead = = = = = = = = = = = = = ]

getValue()

<value>

Figure 2: Attack 1 - Illustrative message exchange depicting
access of pairing-protected data by unauthorized application.
Note: Dashed lines indicate encrypted traffic.

able to directly connect to the GATT server and read and write
to the characteristics on it (including those that are pairing-
protected), without the need for creating a new connection to
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the peripheral. This again is done surreptitiously, without the
user being aware of the data access. An illustrative message
flow where the AttackApp writes to a protected characteris-
tic on the BLE device (which the Official App subsequently
reads) has been depicted in Figure 3.

An interesting observation from this attack is a subtle but
relevant impact it has on user awareness, due to the different
permissions that need to be requested by the two applications.
Since both applications access data from a GATT server, they
both require BLUETOOTH permissions. In this attack scenario,
because the Official App scans for the BLE device before it
connects to it, it also needs to request the BLUETOOTH_ADMIN
permission. Both BLUETOOTH and BLUETOOTH_ADMIN are
“normal” permissions that are granted automatically by the
Android operating system after installation, without any need
for user interaction. However, due to restrictions imposed
from Android version 6.0 onward, the Official App also needs
to request LOCATION permissions to invoke the BLE scanner
without a filter (i.e., to scan for all nearby devices instead of
a particular device). These permissions are classed as “dan-
gerous” and will prompt the system to display a confirmation
dialog box the first time they are required. Because the Attack-
App merely has to query the Android OS for a list of already
connected devices, it does not require these additional permis-
sions. This makes the AttackApp appear to be less invasive
in the eyes of a user, since it does not request any permission
that involves user privacy. This could play a part in determin-
ing the volume of downloads for a malicious application. For
example, a malicious application that masquerades as a gam-
ing application, and which does not request any dangerous
permissions, may be more likely to be downloaded by end
users as opposed to one that requests location permissions.

3.2 Discussion

In this section we discuss the impact of our findings, com-
pare them with the Classic Bluetooth case, and mention some
attack limitations.

3.2.1 Implications of Attack

In both of our experiments, the AttackApp was able to read
and write pairing-protected data from the BLE device. The
simplest form of attack would then be for a malicious applica-
tion to perform unauthorized reads of personal user data (as
an example) and relay this to a remote server.

We verified the practicability of this attack by testing a
BLE-enabled fitness tracker that implemented the Bluetooth
Heart Rate Service. According to the service specification,
characteristics within this service are only supposed to be
protected by pairing [9]. However, we observed that the pair-
ing employed by the device appeared to be a non-standard
implementation, and also that access to the Heart Rate Mea-
surement characteristic was “locked” and had to be “unlocked”

| Apps | |Android OS] BLE

Offitial App]

startLeScan()

<device list> IECE‘

connect()

> Create Connection

Connection Complete
onConnect

readCharacteristic() Read Request: <protectedChar>

Error: Insufficient Authentication

< Pairing, Link Encryption, Bonding >

Read Request: <protectedChar>

onRead (- — — — — - — - - — - -

getValue()

<value>

<

>

ttackAppJ

betConnectedDevices(

<device list>

connectGatt()
onConnect
Write Request:
writeCharacteristic() <protectedChar, value2>
________________ )
. Write Response: success
onWrite (- — — — — — — — — — — — — — — 4
readCharacterlstlc()’ Read Request: <protectedChar>
Read Response: <value2>
onRead = = = = = = = = = — = — = = = ]
getValue()
<value2>
| ] ]

Figure 3: Attack 2 - Illustrative message exchange depicting
the access of pairing-protected data by reusing an existing
connection. Note: Dashed lines indicate encrypted traffic.

by first writing to certain other characteristics on the tracker.
Despite this, we found that by deploying our second attack,
our AttackApp was able to obtain Heart Rate Measurement
readings without the need for performing any “unlocking”.
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This is because the AttackApp connects to the GATT server
by reusing an existing connection that was initiated by the
official application. The unlocking procedure would therefore
already have been performed for that connection by the offi-
cial application. This result shows that artificially restricting
access to data using non-cryptographic means will not be
effective. We notified the device developer of this issue on 01
Nov 2018, but have not yet received a response.

It should be noted that the above attack could be used by a
malicious application to target other sensitive health informa-
tion such as ECG, glucose or blood pressure measurements
from vulnerable BLE devices, to build up a profile on a user’s
health. Further, Smart Home devices and BLE-enabled ve-
hicles may hold information on a user’s habits and lifestyle
(e.g., time at home, alcohol consumption, driving speed), and
could be exploited. It may also be possible for a malicious ap-
plication to overwrite values on the BLE device, such that the
written data either causes unexpected behavior on the device,
or is read back by the legitimate application, thereby giving
the user an incorrect view of the data on the peripheral. For ex-
ample, it may be possible to update the peripheral’s firmware
via GATT writes. If this mechanism is not suitably protected,
then a malicious application could potentially install mali-
cious firmware onto the BLE device, as we demonstrate in
Section 4.6.

3.2.2 Comparison with Classic Bluetooth

In their experiments with Classic Bluetooth, Naveed et al.
found that an unauthorized Android application would not
be able to obtain data from a Classic Bluetooth device if
the authorized application had already established a socket
connection with the device, as only one application can be
in communication with the device at one time. Therefore, a
malicious application would either require some side-channel
information in order to determine the correct moment for data
access, or would need to interfere with the existing connec-
tion, thereby potentially alerting the user [31]. This limits the
attack window for the malicious application. Our experiments
show that this is not the case with BLE communication chan-
nels. With BLE, there are no socket connections and if the
official application has established a connection with the BLE
device, then this connection can be utilized by any application
that is running on the Android device. That is, a malicious ap-
plication does not have to wait for the authorized application
to disconnect before it can access data.

3.2.3 Attack Limitations

The main limitation for the AttackApp in the case of
the first attack is that it requires the BLUETOOTH and
BLUETOOTH_ADMIN permissions in its manifest, and also
needs to explicitly request LOCATION permissions at first run-
time in order to be able to invoke the BLE scanner. This

enables the AttackApp to connect to the BLE device regard-
less of whether or not another application is also connected,
but increases the risk of raising a user’s suspicions.

In the second attack scenario, the obvious limitation for the
AttackApp that requests only the BLUETOOTH permission is
that the application will only be able to access data from the
BLE peripheral when the peripheral is already in a connection
with (another application on) the Android device. That is, data
access will have to be opportunistic. This can be achieved,
for example, by periodically polling for a list of connected
devices.

3.3 Stakeholders, Mitigation Strategies and
Awareness

In this section, we discuss potential mitigating strategies that
different stakeholders within the BLE ecosystem could im-
plement in order to prevent the attacks detailed in Section 3.1.
We consider the Bluetooth Special Interest Group (SIG), An-
droid (i.e., Google), and BLE device/application developers
as stakeholders.

3.3.1 Bluetooth SIG

The Bluetooth SIG is the group that is responsible for defining
and maintaining the Bluetooth standard, which provides de-
tails on pairing, bonding and BLE attribute permissions. The
SIG also defines various BLE services, including some that
handle user health information, e.g., the Heart Rate Service
and the Continuous Glucose Monitoring Service. The Blue-
tooth specifications for these services require only pairing
as a protection mechanism for the characteristics that hold
health-related measurements [9, 10]. This protection is in-
tended to avoid man-in-the-middle attacks and eavesdropping.
However, as shown in Section 3.1, pairing will not prevent
unauthorized Android applications from accessing the sensi-
tive data held in these characteristics.

This issue could be avoided by modifying the Bluetooth
specification and introducing specific security measures for
protecting data at higher layers. However, this would require
changes to all devices within the ecosystem, which may not be
feasible due to the sheer volume of devices and applications
currently available, and which could lead to fragmentation and
reduced interoperability. Despite this, we believe that devel-
opers accessing Bluetooth documentation should at least be
made aware of the risks involved, and have therefore notified
the SIG via their Support Request Form (17 Dec 2018). We
were informed (19 Dec 2018) that the case had been assigned
to the appropriate team for assessment.

3.3.2 Android

Allowing all applications on an Android device to share BLE
communication channels and long-term keys may well be by
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design, particularly since the BLE standard does not provide
explicit mechanisms for selectively allowing or denying ac-
cess to data based on the source application. This model may
work in some situations, for example on a platform where all
applications originate from the same trusted source. However,
the Android ecosystem is such that, many of the applica-
tions on a device are from different and potentially untrusted
sources. In this scenario, providing all applications with ac-
cess to a common BLE transport opens up possibilities for
attack, as we have demonstrated.

One option to eliminate the problem is to modify how
Android handles BLE communication channels. The modifi-
cation would require some form of association between BLE
credentials and the application that triggers the pairing/bond-
ing process. Each data access request would then be checked
against the permissions associated with the requesting ap-
plication. This approach is favoured by Naveed et al., who
propose a re-architected Android framework which will create
a bonding policy when an application triggers pairing with a
Bluetooth device [31]. This strategy has the advantage that
Bluetooth devices will be protected by default from unautho-
rized access to their data. Further, assuming a suitably strong
pairing mechanism is used, a minimum level of security will
also be guaranteed. However, not only will the operating sys-
tem(s) need to be modified, but also a mechanism will be
required for ensuring that all users’ mobile devices are up-
dated. Otherwise, it is fairly likely that this measure will result
in a fragmented ecosystem, with some devices running the
modified operating system with protection mechanisms, and
others running older versions of the OS with no protection.

Regardless of whether or not the above measure is imple-
mented, we believe that developers should be made aware of
the possibility of unauthorized applications accessing their
BLE device data. At present, Android does not mention the
issue in its Developer Guide [3]. In fact, to the best of the
authors’ knowledge, there is only a single document, from
a BLE chipset manufacturer, which explicitly references the
fact that multiple Android applications can simultaneously
use a connection to a BLE device [32]. Apart from this, the
risks of “system-wide pairing” have been mentioned in a
specification issued by the Fast ID Online (FIDO) Alliance,
without specific reference to mobile platforms [20].

We submitted an issue to the Android Security Team on
02 Nov 2018, focusing on the need of clear documentation
so that developers are aware of the need for implementing
additional protection measures if they are handling sensitive
BLE data. The issue was reviewed by the security team and
rated as Moderate severity (16 May 2019), based on Android’s
severity assessment matrix [5].

3.3.3 BLE Device/Application Developers

Despite the BLE stack containing an application layer, it could
be argued that BLE is commonly viewed as a lower-layer tech-

nology for providing wireless communication capabilities, on
top of which higher-layer technologies operate [12, 38]. This
would result in the responsibility of securing user data being
transferred from the Bluetooth SIG or Android to the BLE
application/device developers. At any rate, this is the only
mechanism available at present for protecting data against
access by co-located applications.

That is, rather than relying solely on the pairing provided
by the underlying operating system, developers can imple-
ment end-to-end security from their Android application to
the BLE peripheral firmware. It may be possible to achieve
such behavior via BLE authorization permissions, because
even though their purpose is to specify a requirement for
end user authorization, the behavior of BLE devices when
encountering authorization requirements is implementation-
specific. Most modern BLE chipsets implement authorization
capabilities by intercepting read/write requests to the pro-
tected characteristics, and allowing for developer-specified
validation.

One advantage of this method is that it gives the developer
complete control over the strength of protection that is applied
to BLE device data, as well as over the timings of security
updates. However, leaving the implementation of security to
the developer runs the risk of cryptography being applied
improperly, thereby leaving the data vulnerable [17]. For
existing developments, retrofitting application-layer security
would mean that both an update for the Android application
and a firmware update for the BLE device would be required,
and there is a risk that the BLE firmware update procedure
itself may not be secure [6].

Due to the lack of clear guidelines regarding attribute secu-
rity in both the Android Developer Guide and the Bluetooth
specification, it is also possible that developers implement no
security at all, due to an assumption that protection will be
handled by pairing. In the next section, we test this assertion
of a lack of developer awareness by exploring the current state
of application-layer security deployments via a large-scale
analysis of BLE-enabled Android applications.

4 Marketplace Application Analysis

As evidenced by our experiments, it is fairly straightforward
for any Android application to connect to a BLE device and
read or write pairing-protected data. As discussed in Sec-
tion 3.3, the only strategy available at present is for developers
to implement application-layer security, typically in the form
of cryptographic protection, between the Android application
and the BLE peripheral.

In this section, we identify the proportion of applications
that do not implement such security mechanisms, to demon-
strate a possible lack of awareness surrounding the issue, and
to be able to estimate the number of devices that are poten-
tially vulnerable to the types of attack shown in Section 3.1.
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Table 1: APKs and Downloads per Google Play Category

Category APKSs [packages] Downloads(mn)
Health & Fitness 3012 [1263] 344.95
Lifestyle 1501 [1006] 52.60
Business 1489 [950] 39.62
Tools 1428 [891] 6308.62
Sports 1268 [685] 17.74
Travel & Local 948 [545] 31.83
Productivity 526 [305] 43.05
Entertainment 446 [284] 128.41
Music & Audio 406 [239] 51.48
Education 313 [225] 3.35
Shopping 383 [190] 144.87
Maps & Navigation 348 [181] 33.21
Medical 407 [177] 5.68
Communication 395 [146] 755.89
Finance 259 [126] 96.38
Auto & Vehicles 236 [119] 4.13
Food & Drink 146 [87] 6.23
Photography 114 [80] 45.78
Social 203 [77] 663.43
Other 746 [516] 258.41

2 We make the assumption that all versions of an application
fall under the same category.

b Some APKs within the dataset are no longer available on
Google Play and hence, have no corresponding category.
These have not been included.

To identify the presence of application-layer security, there
are two possible targets for analysis: BLE peripheral firmware
or Android applications. At present, there is no public reposi-
tory of BLE firmware, which means that the firmware would
need to be obtained from the peripherals themselves. This
would necessitate the purchase of a large number of de-
vices and would not be financially viable. Further, reverse-
engineering and analyzing BLE firmware is not straightfor-
ward, as the firmware image is usually a . hex file, which can
typically only be converted to binary or assembly. Android
APKSs, on the other hand, are easier to obtain, and a number
of decompilers exist that allow for conversion of APKs to a
human-readable format.

We therefore target Android applications for our analysis
and perform the following: (1) obtain a substantial dataset of
BLE-enabled Android APKs, (2) determine the BLE method
calls and the cryptography libraries of interest, and (3) define
a mechanism to determine whether BLE reads and writes
make use of cryptographically processed data. We then apply
this mechanism to our dataset and analyze the results.

4.1 APK Dataset

We obtained our dataset from the AndroZoo project [1]. This
is an online repository that has been made available for re-
search purposes and which contains APKs from several differ-
ent application marketplaces. We focus on only those APKs
that were retrieved from the official Google Play store, which
nevertheless resulted in a sizeable dataset of over 4.6 million
APKs. This dataset includes multiple versions for each ap-
plication, as well as applications that are no longer available
on the marketplace. We performed our analysis over the en-
tire dataset, rather than focusing on only those APKs that
are currently available on Google Play. This was in part be-
cause older versions of an application may still be residing
on users’ devices, and in part to be able to identify trends in
application-layer security deployments over time.

As we are only interested in those applications that per-
form BLE attribute access, and because such access always
requires communicating with the GATT server on the BLE
peripheral, the APKs were filtered by the BLUETOOTH permis-
sion declaration and by calls to the connectGatt method,
which is called prior to performing any data reads or writes.
18,929 APKs, comprising 11,067 unique packages', from the
original set of 4,600,000+ APKSs satisfy this criteria, and these
formed our final dataset.

Application Categories

Applications are categorized in Google Play according to their
primary function, such as “Productivity” or “Entertainment”,
and it may be possible to gauge the sensitivity of the BLE data
handled by an application based on the category it falls under.
For example, “Health and Fitness” applications are probably
more likely to hold personal user data than “Entertainment”
applications.

The number of APKs per category has been listed in Table |
for our dataset. Approximately 23% of the APKs (18% of
unique applications) fall under the categories of “Health and
Fitness” and “Medical”, with a cumulative download count
of over 350 million. Note that the disproportionately high
volume of downloads for the category “Tools” is due to the
Google and Google Play applications, which include BLE
capabilities and are installed on most Android devices.

4.2 Identification of BLE Methods and
Crypto-Libraries
We perform our analysis against specific BLE methods

and crypto-libraries. When considering BLE methods, we
focus on those methods that involve data writes and

'An Android application may have many versions, each of which will be
a separate APK file (with a unique SHA256 hash), but all of which will have
the same package name. We use the terms “unique applications” or “unique
packages” to denote the set of APKs that contain only the /atest version of
each application.
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Table 2: BLE Data Access Methods

Access Method Signature? #APKs % of Total Methods®
byte[] getValue () 17896 61.58%

Read Integer getIntValue (int, int) 8051 27.710%
String getStringValue (int) 2313 7.96%
Float getFloatValue (int, int) 800 2.75%
boolean setValue (byte[] ) 16198 70.49%

Write boolean setValue (int, int, int) 5542 24.11%
boolean setValue (String) 627 2.73%
boolean setValue (int, int, int, int) 611 2.66%

2 All methods are from the class android.bluetooth.BluetoothGattCharacteristic.
b <9, of Total Methods” refers to the percentage of occurrences of a particular method for a particular data
access type (i.e., read or write), with respect to all methods that enable the same type of data access.

reads. Such methods have been listed in Table 2, and
function as the starting point for our analysis. For data
writes, the BluetoothGattCharacteristic class within the
android.bluetooth package has setValue methods that
set the locally-stored value of a characteristic. This is then
written out to the BLE peripheral. For data reads, the same
class has getValue methods, which return data that is read
from the BLE device. In a few APKs that we analyzed,
BLE data access methods were also called from within other,
vendor-specific libraries. However, we do not include these
in our analysis as they are now obsolete.

For cryptography, Android builds on the Java Cryptography
Architecture [33] and provides a number of APIs, contained
within the java.security and javax.crypto packages, for
integrating security into applications. While it is possible
for developers to implement their own algorithms, Android
recommends against this [4]. We therefore consider only calls
to these two packages as an indication of application-layer
security.

4.3 BLECryptracer

Identification of cryptographically-processed BLE data is in
essence a taint-analysis problem. For instance, a call to an
encryption method will taint the output variable that may later
be written to a BLE device. For the purpose of this paper,
when analyzing data that is read from a BLE peripheral, we
consider the getValue variants in Table 2 as sources and the
cryptography API calls as sinks. For data that is written to
the BLE device, we consider the cryptography API calls as
sources and the setValue methods as sinks.

There are a number of tools available for performing taint-
analysis, such as Flowdroid [7] and Amandroid [40]. However,
running a subset of our dataset of APKs through Amandroid
(selected because of advantages over Flowdroid and other
taint-analysis tools [34]), we found that analysis of a single
APK sometimes utilized over I0GB of RAM and took several

hours to complete. We also found through manual analysis
that many instances of cryptographically-processed data were
not identified by Amandroid, especially when the BLE func-
tions were called from third-party libraries. We therefore
developed a custom Python analysis tool called BLECryp-
tracer, to analyze all calls to BLE setValue and getValue
methods within an APK.

BLECryptracer is developed on top of Androguard [16], an
open-source reverse-engineering tool that decompiles an An-
droid APK and enables analysis of its components. Our tool
traces values to/from BLE data access functions and deter-
mines whether the data has been cryptographically processed.
To achieve this, it employs a technique for tracing register
values which is sometimes referred to as “slicing” and which
has been utilized in several static code analyses [17,24,35].
It also traces fields, as well as messages passed via Intents’
and certain threading functions, e.g., AsyncTask. It returns
TRUE at the first instance of cryptography that it encounters
and FALSE if it is unable to identify any application-layer
security with BLE data.

Our tool analyzes BLE reads and writes separately, as the
direction of tracing is different in the two cases. It performs
three main types of tracing, in the following order:

1. Direct trace - Attempt to identify link between BLE and
cryptography functions via direct register value transfers
and as immediate results of method invocations.

2. Associated entity trace - If the direct trace does not iden-
tify a link between source and sink, analyze abstract/in-
stance methods and other registers used in previously
analyzed function calls.

3. “Lenient” trace - If the above methods fail to return a
positive result, perform a search through all previously
encountered methods (which would have originated from
the BLE data access method), to determine if cryptogra-
phy is used anywhere within them.

2By matching the Ext ra identifier within the calling method.
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Table 3: Accuracy Statistics

Access  Tool Confidence | App Set® Detected® TP FP TN FN Precision Recall F-measure
Amandroid N/A 92 49 4 5 10 33 90% 57% 70%
Read ~ High | 92 62 58 4 11 19 %%  15%  83%
BLECryptracer Medium 30 11 4 12 64% 37% 47%
Low 19 12 8 4 4 67% 67% 67%
Amandroid N/A 92 56 49 7 28 88% 64% 74%
Write  High | 9 50 46 4 11 31  92%  60% 2%
BLECryptracer Medium 42 22 19 3 8 12 86% 61% 72%
Low 20 10 5 5 7 50% 42% 45%

4 Number of APKs tested. Note that, for confidence levels Medium and Low, we don’t consider the APKs detected at higher

confidence levels.

® The number of APKs that were identified as having cryptographically protected BLE data.

The first trace method will produce results that are most
likely to actually have cryptographically-processed BLE data,
as the coarse-grained analysis performed in the subsequent
methods adds increasing amounts of uncertainty. For this
reason, BLECryptracer assigns “confidence levels” of High,
Medium and Low to its output, which correspond to the three
trace methods above, to indicate how certain it is of the result.
We evaluate these confidence levels against a modified version
of the DroidBench benchmarking suite in Section 4.4.1. Note
that BLECryptracer only looks for application-layer security
in benign applications, and these confidence levels apply only
when deliberate manipulations (i.e., malicious obfuscation
techniques) are not employed to hide the data flow between
source and sink.

Appendix A describes the tracing mechanism in greater
detail, and also outlines how BLECryptracer combats the
effects of obfuscation in benign applications.

4.4 Evaluation

We evaluated BLECryptracer, in terms of both accuracy and
execution times. For comparison purposes, we have included
test results from Amandroid as well.

4.4.1 Accuracy Measures

At present, there is no dataset of real-world APKs with known
use of cryptographically-processed BLE data, i.e., ground
truth. Therefore, in order to test our tool against different
data transfer mechanisms, we re-factored the DroidBench
benchmarking suite [21] for the BLE case.

Each DroidBench test application was cloned twice and
modified so the data flow between the sources and sinks would
be from getValue to a cryptography method invocation, and
from the cryptography method invocation to setValue, to
emulate cryptographically-processed reads and writes, respec-
tively. Some DroidBench test cases were excluded as they

were found to be irrelevant due to differences in the objectives
of DroidBench and our test set, e.g., applications that employ
emulator detection or which leak contextual information in
exceptions. Further, applications where BLE data is written
to or read from files, or which contain data leaks in inactive
code segments were not included (as our aim is to determine
whether or not BLE data is cryptographically-processed). In
total, we created 184 APKs: 92 for reads and 92 for writes.

We executed BLECryptracer against our benchmarking test
set, analyzed the results and obtained performance metrics in
terms of the three different confidence levels. The statistics
differ based on the type of access that is analyzed (i.e., reads
vs. writes) due to differences in the tracing mechanisms. The
same test set was also used against Amandroid for comparison.
Table 3 presents the performance metrics for both tools.

In the case of BLECryptracer results, the metrics are with
respect to the total analyzed APKs at each confidence level.
That is, because lower confidence levels analyze only those
APKs that do not get detected at higher levels, accurate met-
rics can only be derived by considering the set of APKs that
were actually analyzed at each level. For example, when con-
sidering the analysis of BLE reads, while the entire dataset
of 92 APKs is relevant for confidence level High, only the 30
APKs that do not result in a TRUE outcome at level High will
be analyzed for confidence level Medium. This also means
that, when obtaining performance metrics for confidence level
High, all TRUE results obtained at levels Medium and Low
are taken to be FALSE.

The DroidBench test set, and hence our benchmarking suite,
is an imbalanced dataset, containing far more samples with
leaks (77) than without (15). For this reason, metrics such as
accuracy are not suitable for analyzing the performance of
our tool when executed against this test set, as they are more
susceptible to skew [23,26]. For our analysis, we compare the
combined True Positive Rate (TPR) and False Positive Rate
(FPR), and the combined precision-recall instead, in-line with
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taint-analysis evaluations [36].

Table 3 presents the precision and recall (i.e., TPR) for
both BLECryptracer and Amandroid. We further derive FPRs
for both tools. With BLECryptracer, when analyzing reads,
False Positive Rates steadily increase as the confidence level
reduces, as expected, with values of 27% for confidence level
High, 36% for Medium and 57% for Low. When analyzing
writes, the values are 27%, 27% and 63%, respectively. Re-
gardless of the data access mechanism being tested, BLE-
Cryptracer (considering only the results at High confidence,
for a fairer comparison) performs better than Amandroid in
terms of FPR, with 27% vs. 33% for reads and 27% vs. 47%
for writes. Precision values are also better in the case of BLE-
Cryptracer for both reads and writes. In terms of the True
Positive Rate, BLECryptracer performs better than Aman-
droid for reads at 75% vs. 57%, and slightly worse for writes
at 60% vs. 64%. These results show that, overall, BLECryp-
tracer performs better than Amandroid for analyzing the use
of cryptography with BLE data.

It should be noted that three of the four False Positives
obtained by BLECryptracer at the High confidence level were
due to the order in which variables are assigned values (i.e.,
lifecycle events), which is not tested for by BLECryptracer.
Other data transfer mechanisms not tested for are Looper
and Messenger functions, which generate False Negatives.
The remaining False Positive was due to the presence of
method aliasing and was also identified as a False Positive
by Amandroid. In addition, the unexpectedly low TPR (i.e.,
recall) at level Medium for reads is due to the relatively few
cases analyzed at that level when compared to High.

4.4.2 Execution Times

We also compared BLECryptracer and Amandroid in terms of
speed of execution. For this, we ran the two tools against a ran-
dom subset of 2,000 APKs and compared time-to-completion
in both cases. We imposed a maximum run-time of 30 minutes
per APK for both tools, and only compared execution times
for those cases where Amandroid did not time out (approxi-
mately 40% of the tested APKs timed out when analyzed by
Amandroid. In comparison, fewer than 2% of APKs timed
out when analyzed by BLECryptracer).

Figure 4 plots the time taken to analyze BLE writes using
BLECryptracer vs. Amandroid. The figure shows that analysis
times with BLECryptracer were, for the most part, around 3-4
minutes per application. We observed no obvious correlation
between the size of the application’s dex file and the execu-
tion time, for either tool. APKs that took longer to process
with BLECryptracer were predominantly of confidence level
“Medium”, which indicates that the longer analysis times may
simply have been because of having to first go through the
most stringent analysis (at the highest confidence level). For
Amandroid, the execution times vary to a greater extent than
with BLECryptracer, due to the difference in the mechanisms
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Figure 4: Comparison of time taken to execute BLECryptracer
vs. Amandroid, when analyzing BLE writes.

employed for performing the analysis.

4.5 Results from Large-Scale APK Analysis

We executed BLECryptracer against our dataset of 18,929
APKs. 192 APKs timed out when analyzing reads and 220
APKs timed out when analyzing writes, when a maximum
runtime of 30 minutes was imposed. These APKs were re-
tested with an increased runtime of 60 minutes. However,
even with the longer analysis time, 44 and 76 APKs timed out
for reads and writes, respectively, and had to be excluded from
further analysis. In addition, approximately 90 APKs could
not be processed via Androguard’s AnalyzeAPK method and
were excluded.

Due to the differences in performance metrics obtained
for the three confidence levels during testing (as mentioned
in Section 4.4), we focus on only those results that either
identify cryptography at confidence level High or those where
no cryptography was identified at all.

4.5.1 Presence of App-Layer Security with BLE Data

Our results show that approximately 95% of BLE-enabled
APKs call the javax.crypto and java.security cryptog-
raphy libraries somewhere within their code. While this is a
large proportion of APKs, the results also indicate that a much
smaller percentage of APKSs use cryptographically processed
data with BLE reads and writes (approximately 25% for both,
identified with High confidence). In fact, about 46% of APKs
that perform BLE reads and 54% of those that perform BLE
writes (corresponding to 2,379 million and 2,075 million cu-
mulative installations, respectively) do not implement security
for the BLE data. Interestingly, of the 16,131 APKSs that called

10 28th USENIX Security Symposium

USENIX Association



100

Reads 5,328 8,511

Writes 3,130 8,838

| | | |
0% 20 % 40 % 60 % 80% 100 %

B High C Medium [ Low [1None

Figure 5: Analysis results depicting the presence of
cryptographically-processed data with BLE writes and reads,
with breakdown according to Confidence Level.

both BLE read and write functions, about 36% (i.e., more than
5,700 APKs), with a cumulative download count of 1,005 mil-
lion, do not implement application-layer security for either
type of data access. Figure 5 summarizes the proportion of
APKs that were identified as containing cryptographically
protected BLE data at the three different confidence levels.

4.5.2 Libraries vs. App-Specific Implementations

We found that many BLE-enabled APKs actually use third-
party libraries for incorporating BLE functionality. To get
an idea of exactly how many APKs relied on libraries, we
analyze all methods within an APK that called BLE data
access functions. To do this in an automated way, we compare
the method class name with the application package name. If
the first two components (e.g., com.packagename) of each
match, then we take it to be a method implemented within
the application. If the components do not match, we take it
to be a library method. If the package name uses country-
code second-level domains (e.g., uk.ac.packagename), then
we compare the third components as well.

Of the APKs that called the setvValue method, 63%
used BLE functionality solely through libraries, 32% used
application-specific methods only, while 4% used both. Fewer
than 1% of the APKs could not be analyzed due to very short
method names. Within the APKs that used both application-
specific methods and libraries, around 34% used an external
library to provide Device Firmware Update (DFU) capabili-
ties, thereby enabling the BLE peripheral to be updated via the
mobile application. Of the APKSs that utilized only application-
specific methods to incorporate BLE functionality, 67% did
not implement application-layer security with the BLE data.
This proportion was lower at 48% for applications that relied
on libraries.

In the case of the APKs that called getValue variants,

37% used only application-specific methods, 58% used only
libraries, and 5% used both. As with the setValue case, a
higher proportion of APKs that used only app-specific BLE
implementations were found to not use cryptography (60%),
when compared with those that used only libraries (39%).

Table 4 presents the ten most commonly-encountered
BLE libraries, their functionality, the number of APKs that
use them, and the presence of cryptographically-processed
BLE data within the library itself. The table shows that
the most prevalent third-party packages are libraries that
enable communication with BLE beacons. In fact, a single
such library (Estimote) made up more than 90% of all in-
stances of cryptographically-processed BLE writes and 85%
of cryptographically-processed BLE reads (identified with
High confidence). An analysis of this library suggested that
cryptography is being used to authenticate requests when
modifying settings on the beacon.

Apart from beacon libraries, we identified five libraries
that function as wrappers for the Android BLE API. For
example, Polidea wraps the API so that it adheres to the
reactive programming paradigm. The libraries Randdusing,
Megster and Evothings enable the use of BLE via JavaScript
in Cordova-based applications. Similarly, Chromium enables
websites to access BLE devices via JavaScript calls. None
of these libraries handle cryptographically-processed BLE
data. It is expected that developers using these libraries will
implement their own application-layer security (using either
JavaScript or reactive Java as appropriate).

Of the two remaining libraries, Flic, which uses
cryptographically-processed data, is a library offered by a
BLE device manufacturer. This library allows third-party
developers to integrate their services into the Flic ecosystem,
to allow them to automate certain tasks.

Finally, Nordicsemi is a library provided by a BLE chipset
manufacturer to enable DFU over the BLE interface. With the
newest version of the DFU mechanism, the BLE peripheral
verifies that the firmware has been properly signed. Devices
using the legacy DFU mechanism will not verify the firmware.
However, the mobile application (and by extension, the li-
brary) does not need to handle cryptographically-processed
data in either case.

4.5.3 Cryptographic Correctness

BLECryptracer identified 3,228 unique packages with crypto-
graphically protected BLE data (with either reads or writes),
with High confidence. However, the presence of crypto-
libraries does not in itself indicate a secure system. We there-
fore further analyzed this subset of APKs to identify whether
cryptography had been used correctly in them. The tool Cog-
niCrypt [29] was utilized for this purpose. Although this tool
does not formally verify the cryptographic protocol between
the application and the BLE peripheral, it identifies various
misuses of the Java crypto/security libraries.
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Table 4: Top Ten Third-Party BLE Libraries

Table 5: Number of Packages with Cryptographic Misuse

Library Function #APKs[unique] Crypto Misuse Type? #Unique Packages
Estimote Beacon 3980[2804] Yes ECB (or other bad mode) 10
Nordicsemi® DFU 1238[847] No Non-random key 6

Kontakt Beacon 1108[690] No Non-random IV 10
Chromium Web BLE 402[269] No Bad IV used with Cipher 7
Randdusing  Cordova Plugin 268[188] No Bad key used with Cipher 11
Megster Cordova Plugin 317[187] No Incomplete operation (dead code) 4

Flic BLE Accessory 173[164] Yes A Description of misuse based on [17,30].

Polidea BLE Wrapper 138[114] No

Evothings Cordova Plugin 142[84] No This analysis shows that several real-world applications
Jaalee Beacon 102[79] No

4 Significant overlap present between Estimote and Nordic due
to repackaging of the Nordic SDK into Estimote.

Among the 3,228 unique packages, we found that there
was significant overlap between APKs in terms of the BLE
libraries or functions® used. Removing such duplicates re-
sulted in a set of 194 APKs. Of these, 68 were identified by
CogniCrypt as having issues. However, because CogniCrypt
identifies cryptography misuse within the entire APK, the re-
sults were filtered for BLE-specific functions. 24 APKs were
found to have issues within or associated with the methods
that cryptographically processed BLE data (as identified by
BLECryptracer) and often, a single APK exhibited multiple
issues. Table 5 shows the different types of misuse encoun-
tered and the number of unique packages that were identified
as having such misuse. Note that because this analysis was
performed over unique packages, the number of APKs that
misuse crypto-libraries will be higher.

We manually analyzed the 24 APKs that were flagged by
CogniCrypt as having BLE-relevant issues, and examined
the identified instances of bad cipher modes and hardcoded
keys/Initialization Vectors (IVs). With regard to insecure
block cipher modes, we found that explicit use of ECB was
prevalent (9 out of 10 cases), but there was also one case
where Cipher.getInstance ("AES") was used without the
mode being specified, which may default to ECB depending
on the cryptographic provider. When analyzing keys, we ob-
served that several applications directly contained hardcoded
keys as byte arrays or strings. Three applications retrieved
keys from JSON files. In two cases, keys were generated from
the ANDROID_ID, which is a system setting that is readable by
all applications. We also observed one instance where a key
was obtained from a server via HTTP (not HTTPS).

3There are instances where two applications may have unique package
names, but which actually incorporate much the same functionality. This is
often the case when the same developer produces branded variants of an appli-
cation for different clients in a single industry. For example, two applications
could have unique package names com.myapp.appl and com.myapp.app2,
but their functionality may be derived from a common codebase com.myapp.

contain basic mistakes in their use of crypto-libraries and
handling of sensitive data, which means that the BLE data
will not be secure despite the use of cryptography.

4.5.4 Trends over Time

Figure 6 shows the trend of application-layer security over
time for applications that incorporate calls to BLE reads or
writes. The graph depicts the percentage of applications that
do not have cryptographic protection for either type of access.
The overall downward trend suggests that there has been some
improvement in application-layer security between the years
2014 and 2017 (we refrain from making observations about
APKs from 2013 as they were very few in number, and about
APKs from 2018 as the dataset is not yet fully populated for
this year). However, it should be noted that, even in 2017,
which had the smallest percentage of APKs without cryptog-
raphy, these APKs corresponded to 128 million downloads,
which is a significant number.

4.5.5 Application-Layer Security by Category

The percentage of applications that use cryptographically
processed data from each major application category has been
graphed in Figure 7. While it would be reasonable to expect
that most “Medical” applications would implement some level
of application-layer security, the results show that fewer than
30% of applications under this category actually have such
protection mechanisms. However, it is possible that the reason
for this is that the devices implement the standard Bluetooth
SIG adopted profiles, which do not mandate any security
apart from pairing, as mentioned in Section 3.3. In fact, of the
APKs categorized under “Medical” and with no cryptographic
protection for either reads or writes, we found that three of
the top ten (in terms of installations) contained identifiers for
the standard Bluetooth Glucose Service.

Perhaps surprisingly, APKs that are categorized under
“Business”, “Shopping” and “Travel & Local” appear to be
the most likely to incorporate application-layer security, with
around 50% of all such applications being identified as having
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Figure 6: Application-layer security trends over time. Notes:
Graph depicts APKs that perform BLE reads or writes, and
have no cryptographic protection for either. APKs with dates
that are invalid [39] or older than 2012 (when native BLE
support was introduced for Android) have not been included.

cryptographically processed BLE data with High confidence.
However, in over 85% of such occurrences, this was found to
be due to the Estimote beacon library.

4.5.6 Impact Analysis

While 18,929 BLE-enabled applications may seem like a rel-
atively small number of applications when compared with
the initial dataset of 4.6 million+, a single application may
correspond to multiple BLE devices, sometimes even millions
of devices as is the case with fitness trackers [25]. For exam-
ple, even if we consider the slightly restrictive case of unique
applications that do not use cryptography with either reads or
writes, the cumulative install count is still in excess of 1,005
million. This shows that the attack surface is much larger than
may be indicated by the number of APKs.

It is of course a possibility that the data that is read from
a BLE peripheral has no impact on user security or privacy
(e.g., device battery levels). Understanding the data within
APKSs would require a more complex static analysis and is
left as future work.

4.6 Case Study: Firmware Update over BLE

When analyzing our results, we found that one of the APKs
that was identified as not having application-layer security
was designed for use with a fitness tracker from our test device
set. The tracker is a low-cost model that, based on the install
count on Google Play (1,000,000+), appears to be widely
used. An analysis of the APK suggested that the device used
the Nordic BLE chipset, which could be put into the Legacy
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Figure 7: Presence of application-layer security in differ-
ent categories of applications, averaged over BLE reads and
writes, and broken down by confidence level. Only unique
packages have been taken into consideration. APKs that do
not currently have a presence on Google Play have been ex-
cluded, as their category cannot be identified.

DFU mode, which does not require the firmware to be signed.
To exploit this, we developed an APK that, in accordance with
the attacks described in Section 3.1, connects to the device,
sends commands to place it in DFU mode, and then writes a
new modified firmware to the device without user intervention.
The updated firmware in this case was a simple, innocuous
modification of the original firmware. However, given that
the device can be configured to receive notifications from
other applications, a malicious firmware could be developed
in such a way that, for example, all notifications (including
second-factor authentication SMS messages or end-to-end
encrypted messages) are routed to the malicious application
that installed the firmware.

This attack was possible because the BLE peripheral did
not verify the firmware (e.g., via digital signatures) nor the
source application (via application-layer security). We have
informed the application developer of the issue (02 Nov 2018),
but have received no response as of the date of submission of
this manuscript (18 May 2019).

While our attack was crafted for a specific device, it does
demonstrate that attacks against these types of devices are rel-
atively easy. An attacker could easily embed several firmware
images within a single mobile application, to target a range
of vulnerable devices.
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4.7 Limitations

In this section, we outline some limitations, either in our script
or due to the inherent nature of our experiments, that may have
impacted our results.

4.7.1 Unhandled Data Transfer Mechanisms

As mentioned in Section 4.4, BLECryptracer does not analyze
data that is written out to file (including shared preferences),
or communicated out to a different application, because it is
not straightforward (and many times, not possible) to deter-
mine how data will be handled once it has been transferred out
of the application under analysis. It is also possible that an ap-
plication obtains the data to be written to a BLE device from,
or forwards the data read from a BLE device to, another entity,
such as a remote server. That is, the Android application could
merely act as a “shuttle” for the data, which means that an
analysis of the APK would not show evidence of usage of
cryptography libraries. However, the transfer of data to/from
a remote server does not in itself indicate cryptographically-
processed data, as plain-text values can also be transmitted in
the same manner. We therefore do not analyze instances of
data transfers to external entities.

BLECryptracer also does not handle data transfers between
a source and sink when only one of them is processed within
an Looper function or when the data is transmitted via mes-
sages. However, when we logged instances of where such
functions were called during a trace, we found that of the
APKs that utilized such data transfer mechanisms, a large
percentage were identified as having cryptographic protection
via other data flows. In fact, of the 8,834 APKs where cryp-
tography was not identified with BLE writes, only 501 APKs
interacted with Looper or Messenger, and an even smaller
percentage of APKs were affected for BLE reads.

4.7.2 Conditional Statements with Backtracing

When backtracing a register, BLECryptracer stops when it
encounters a constant value assignment. However, it is pos-
sible that this value assignment occurs within one branch of
a conditional jump, which means that another possible value
could be contained within another branch further up the in-
struction list. To identify this, the script would have to first
trace forward within the instruction list, identify all possible
conditional jumps, and then trace back from the register of
interest for all branches. This would need to be performed
for every method that is analyzed and could result in a much
longer processing time per APK file, as well as potentially
unnecessary overheads.

5 Related Work

User privacy has received particular attention in the BLE re-
search community because several widely-used BLE devices,

such as fitness trackers and continuous glucose monitors, are
intended to always be on the user’s person, thereby potentially
leaking information about the user’s whereabouts at all times.
Some of the research has focused on the threats to privacy
based on user location tracking [15, 19], while others explored
the possibility of obtaining personal user data from fitness
applications or devices [14,28].

While our research is concerned with data access and user
privacy, we focus more on the impact on privacy and security
due to how the BLE standard has been implemented in mobile
device architectures, as well as how it is applied by applica-
tion developers in general, rather than due to individual BLE
firmware design.

The work that is most closely related to ours is the re-
search by Naveed, et al., which explored the implications of
shared communication channels on Android devices [31]. In
their paper, the authors discussed the issue of Classic Blue-
tooth and NFC channels being shared by multiple applications
on the same device. They then demonstrated unauthorized
data access attacks against (Classic) Bluetooth-enabled med-
ical devices. The authors also performed an analysis of 68
Bluetooth-enabled applications that handled private user data,
and concluded that the majority of them offered no protection
against this attack. Finally, they proposed an operating-system
level control for mitigating the attack.

Our work specifically targets pairing-protected character-
istics on BLE devices, because BLE appears to slowly be
replacing Classic Bluetooth in the personal health and home
security domains. We demonstrate that the BLE data format
and access mechanisms enable even easier attacks than in the
case of Classic Bluetooth. Further, we identify the impact that
the new Android permissions model (introduced in Android
v6) has had on the user experience and on malicious appli-
cations’ capabilities. We also perform a much larger-scale
analysis over 18,900+ Android applications, to determine how
prevalent application-layer security is among BLE-enabled
applications.

6 Conclusions

In this paper, we analyze the risks posed to data on Bluetooth
Low Energy devices from co-located Android applications.
We show the conditions under which an unauthorized An-
droid application would be able to access potentially sensi-
tive, pairing-protected data from a BLE peripheral, once a
co-located authorized application has paired and bonded with
a BLE peripheral, without the user being aware of the access.
We also show that, in some cases, an unauthorized application
may be able to access such protected data with fewer permis-
sions required of it than would be required of an authorized
application. We then discuss mitigation strategies in terms of
the different stakeholders in the BLE ecosystem.

We present BLECryptracer, an analysis tool for determin-
ing the presence of application-layer security with BLE data.
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We evaluate it against the taint-analysis tool Amandroid, and
present the results from executing BLECryptracer against
18,929 BLE-enabled Android APKs. Our results suggest that
over 45% of all applications, and about 70% of “Medical” ap-
plications, do not implement cryptography-based application-
layer security for BLE data. We also found, among the ap-
plications that do use cryptographically processed BLE data,
several instances of cryptography misuse, such as the use of
insecure cipher modes and hard-coded key values. We believe
that, if this situation does not change, then as more and more
sensitive use cases are proposed for BLE, the amount of pri-
vate or critical data that may be vulnerable to unauthorized
access can only increase. We hope that our work increases
awareness of this issue and prompts changes by application
developers and operating system vendors, to lead to improved
protection for BLE data.

7 Availability

The code for our BLECryptracer tool is available at
https://github.com/projectbtle/BLECryptracer

This repository also contains the SHA256 hashes of the APKs
in our dataset, and the source/sink files used for the Aman-
droid analysis. In addition, it contains source code for the
benchmarking applications, as well as a comprehensive break-
down of the results per DroidBench category.
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Appendix A: BLECryptracer Logic

We describe here the basic tracing mechanism employed
by BLECryptracer in order to identify the presence of
application-layer security for BLE data.

Backtracing BLE writes

BLE writes use one of the setValue methods in Table 2
to first set the value that is to be written, before calling the
method for performing the actual write. BLECryptracer iden-
tifies all calls to these methods, and then traces the origins of
the data held in the registers that are passed as input to the
methods.

Considering the smali* code in Figure 8 as an example,
setValue is invoked at Line 13 and is passed two registers as
input. As setValue is an instance method, the first input, lo-
cal register v3, holds the BluetoothGattCharacteristic
object that the method is invoked on. The second input, pa-
rameter register p2, holds the data that is to be written to
the BLE device, and is the second argument that is passed
to the method a (Line 1). BLECryptracer identifies p2 as the
register that holds the data of interest, and traces backward
to determine if this data is the result of some cryptographic
processing. To achieve this, the method(s) within the APK
that invoke method a are identified, and the second input to
each such method is traced. If the BLE data had come from a
local register, rather than a parameter register, BLECryptracer
would trace back within method a’s instructions, to deter-
mine the origin of the data. This backtracing is performed
until either a crypto-library is referenced, or a const-<> or

4 Android applications are typically written in Java and converted into
Dalvik bytecode. The smali format can be considered an “intermediate” step
between the high-level Java source and the bytecode.

1 .method private
a (Landroid/bluetooth/BluetoothGatt; [B...)V

2 .locals 10

3

4 .prologue

5 const/4 v9, 0x2

6 const/4 v8, 0x3

7 const/4 v7, 0x1

8 .

9 invoke-virtual {v0, v3},

Landroid/bluetooth/BluetoothGattService; ->
getCharacteristic(Ljava/util/UUID;)
Landroid/bluetooth/BluetoothGattCharacteristic;

11 move-result-object v3

13 invoke-virtual {v3, p2},
Landroid/bluetooth/BluetoothGattCharacteristic;
->setValue ([B)Z

14 invoke-virtual {vl, v3},

Landroid/bluetooth/BluetoothGatt;

->writeCharacteristic(Landroid/bluetooth/

BluetoothGattCharacteristic; )z

Figure 8: Sample smali code for BLE attribute write.

new-array declaration is encountered (which would indicate
that no cryptography is used). Note that calls to any method
within the crypto-libraries mentioned in Section 4.2 are ac-
cepted as evidence of the use of cryptography with BLE data.
The tool stops processing an APK at the first instance where
such a method call is identified.

During execution, the BLECryptracer maintains a list of
registers (set within the context of a method) to be traced,
for each setValue method call within the application code.
This initially contains a single entry, which is the input to
the setValue method. A new register is added to the list if it
appears to have tainted the value of any of the registers already
in the list. This could be due to simple operations such as
aget, aput or move-<> (apart from move-result variants),
or it could be as a result of a comparison, arithmetic or logic
operation (in which case, the register holding the operand
on which the operation is performed is added to the trace
list). Similarly, if a register obtains a value from an instance
field (via sget or iget), then all instances where that field is
assigned a value are analyzed. However, the script does not
analyze the order in which the field is assigned values, as this
would require activity life-cycle awareness.

Where a register is assigned a value that is output from a
method invocation via move-result, if the method is not an
external method, then the instructions within that method are
analysed, beginning with the return value and tracing back-
wards. In some instances, the actual source of a register’s
value is obfuscated due to the use of intermediate formatting
functions. In an attempt to overcome this, BLECryptracer
traces the inputs to called methods as well. Further, if a regis-
ter is used as input to a method, then all other registers that are
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1 .method public onCharacteristicread(Landroid/bluetooth/
BluetoothGatt;Landroid/bluetooth/
BluetoothGattCharacteristic; I)V

3 invoke-virtual {p2}, Landroid/bluetooth/
BluetoothGattCharacteristic;->getValue () [B

4 move-result-object v0

5 new-instance v2, Ljava/lang/StringBuilder;

6 invoke-direct {v2},
Ljava/lang/StringBuilder;-><init>()V

7 const-string v3, "read value: "

8 invoke-virtual {v2, v3},

Ljava/lang/StringBuilder; ->append (Ljava/lang/
String;)Ljava/lang/StringBuilder;

9 move-result-object v2

10 invoke-static {v0},
Ljava/util/Arrays;->toString([B)Ljava/lang/ String;

1 move-result-object v3

12 invoke-virtual {v2, v3},
Ljava/lang/StringBuilder; ->append (Ljava/lang/
String;)Ljava/lang/StringBuilder;

13 move-result-object v2

Figure 9: Sample smali code for BLE attribute read.

inputs to the method are also added to the trace list. While this
captures some indirect value assignments, it runs the risk of
false positives. For this reason, we have included the concept
of Confidence Levels for the code output.

If, for an APK, the input to the setValue method can be
backtraced to cryptography directly, via only register value
transfers and as immediate results of method invocations, then
a confidence level of “High” is assigned to the result. If a reg-
ister cannot be traced back directly to a cryptographic output,
but if an indirect trace identifies the use of a cryptography
library, then a confidence level of “Medium” is assigned. Fi-
nally, in the event that no cryptography use is identified at
High or Medium confidence levels, the script performs a less
stringent search through all the instructions of the methods
that it previously analyzed. This risks including instances
of cryptography use with functions unrelated to BLE and is
therefore assigned a “Low” confidence level.

Forward-tracing BLE reads

With BLE reads, a getValue variant is invoked and the output,
i.e., the value that is read, is moved to a register. To trace this
value, BLECryptracer identifies all calls to getValue variants,
then traces the output registers and all registers they taint
until either a crypto-library is referenced or the register value
changes. Such value changes can occur due to new-array,
new-instance and const declarations, as well as by being

assigned the output of various operations (such as method
invocations or arithmetic/logic operations).

With forward-tracing, the register holding the BLE data is
considered to taint another if, for example, the source register
is used in a method invocation, or comparison/arithmetic/logic
operation, whose result is assigned to the destination register.
The destination register is then added to the trace list. When
a register is used as input to a method, then along with the
output of that method, the use of the register within the method
is also analyzed.

This method of analysis tends to result in a “tree” of traces.
As an example, considering the smali code in Figure 9, the
byte array output from the BLE read is stored in register
v0 (Line 4). This taints register v3 via a format conversion
function (Lines 10 and 11), which in turn taints v2 via a
java.lang.StringBuilder function (Lines 12 and 13). At
this point, all three registers are tainted and will be traced
until their values change.

The forward-tracing mode also assigns one of three
confidence levels to its output. “High” is assigned when
cryptographically-processed data is identified via the tracing
mechanism above; “Medium” is when the use of cryptogra-
phy is identified by tracing classes that implement interfaces.
“Low” is assigned when a less stringent search through all
encountered methods results in identification of a reference
to a cryptography library (similar to the backtracing case).

Handling obfuscation

APKSs sometimes employ obfuscation techniques to protect
against reverse-engineering, and the question then arises as
to whether these techniques may impact the results of our
analysis. We therefore briefly discuss different obfuscation
techniques and why they do not impact our tool.

One of the most common techniques is identifier renam-
ing, where identifiers within the code are replaced with short,
meaningless names. However, because Androguard operates
on smali (rather than Java) code, BLECryptracer is able to
overcome the challenges posed by this technique. String en-
cryption is another obfuscation mechanism, but it again does
not affect the output of our tool as BLECryptracer does not
search for hard-coded strings. Further, our tool was verified
successfully against three out of four benchmarking applica-
tions that utilized reflection. The most complex obfuscation
techniques are packing and runtime-based obfuscation, but
these are typically employed by malware. Because we are
looking for vulnerable (not malicious) applications, we do not
consider these techniques. Therefore, in general, we believe
our analysis to be unaffected by most benign obfuscation
mechanisms.
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Abstract

Software-Defined Networking (SDN) enables network inno-
vations with a centralized controller controlling the whole
network through the control channel. Because the control
channel delivers all network control traffic, its security and
reliability are of great importance. For the first time in the
literature, we propose the CrossPath attack that disrupts the
SDN control channel by exploiting the shared links in paths
of control traffic and data traffic. In this attack, crafted data
traffic can implicitly disrupt the forwarding of control traffic
in the shared links. As the data traffic does not enter the con-
trol channel, the attack is stealthy and cannot be easily per-
ceived by the controller. In order to identify the target paths
containing the shared links to attack, we develop a novel
technique called adversarial path reconnaissance. Both the-
oretic analysis and experimental results demonstrate its fea-
sibility and efficiency of identifying the target paths. We
systematically study the impacts of the attack on various net-
work applications in a real SDN testbed. Experiments show
the attack significantly degrades the performance of exist-
ing network applications and causes serious network anoma-
lies, e.g., routing blackhole, flow table resetting, and even
network-wide DoS.

1 Introduction

Software-Defined Networking (SDN) becomes increasingly
popular and is being widely deployed in data centers [32],
cloud networks [13], and wide area networks [11]. In SDN,
the control plane and data plane are decoupled. A logically
centralized controller communicates with SDN switches to
exchange control messages, e.g., routing decisions, via the
control channel built upon a southbound protocol, e.g.,
OpenFlow [47]. SDN enables diversified packet processing
and drives network innovation. A large number of network
services and applications [26, 40, 33] benefit from it.
Unfortunately, the SDN control channel between the con-
trol plane and data plane is not well protected and can be

exploited though the confidentiality and integrity of the com-
munication over the channel are protected by the TLS/SSL
protocol. We find that the control channel is under the risk
of the Denial-of-Service (DoS) attack. In particular, a small
portion of traffic may tear down the communication over
the control channel. Existing studies focus on many secu-
rity aspects of SDN, including malicious or buggy applica-
tions [63, 48], attacks on crashing controllers [60, 49, 65], at-
tacks on disrupting switches [22, 51], and information leak-
age in SDN [25, 56, 19, 45] , but the security of the SDN
control channel is still an open problem.

In this paper, we propose a novel attack named CrossPath
Attack, which disrupts the SDN control channel by exploit-
ing the shared links between paths of control traffic and data
traffic. Our attack is stealthy and cannot be easily perceived
by the controller since it does not directly send a large vol-
ume of control traffic to the controller. Instead, it generates
well-crafted data traffic in the shared links to implicitly in-
terfere with the delivery of the control traffic while the data
traffic does not reach the controller. Thereby, real-time con-
trol messages delivered between the SDN controller and the
switches are significantly delayed or dropped. In particular,
since the controller performs centralized control over all net-
work switches via the control channel, an attacker can easily
break down all network functionalities enabled by various
SDN applications running on the controller. The root cause
of the vulnerability is the side effect incurred by shared links
between paths of control traffic and data traffic in SDN. Such
link sharing is a common practice in SDN with in-band con-
trol [21, 65], which can greatly reduce the cost of building
a dedicated control network and simplify network mainte-
nance, especially for large networks. However, it also opens
the door for an attacker to disrupt the control channel by
sending malicious data traffic to the shared links.

It is challenging to construct the attack in real networks.
Unlike traditional IP networks where almost all links deliver
both control traffic (e.g., OSPF or BGP updates [1, 2]) and
data traffic at the same time, only a few number of links for-
ward control traffic in SDN. For instance, an SDN network
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with m switches can have O(m?) links. However, there may
be m links forming a spanning tree connecting m switches
with a controller to deliver the control traffic. Thus, an at-
tacker needs to find a target path that contains the shared
links between control and data traffic to send the attack traf-
fic. However, it is difficult to know since the network topol-
ogy and the routing information are invisible to end users.
Moreover, none of the information can be inferred by scan-
ning tools used in traditional IP networks due to different for-
warding actions in SDN. For example, Traceroute [17] can-
not work well because SDN switches usually do not decrease
the time-to-live (TTL) values in packet headers.

To address the above challenge, we present a probing tech-
nique called adversarial path reconnaissance to find a tar-
get path of data traffic that contains the shared links. The
key observation is that the delays of control messages on the
SDN control channel will become higher if a short-term burst
of data traffic passes through the shared links. Meanwhile,
such delays that indicate the path of the current data traf-
fic has shared links with control traffic can be measured by
a host. The reason one host can measure the delays is that
the first packet of a new flow will be sent to the controller
to query forwarding actions, which incurs extra delays of
control messages other than that of the following packets di-
rectly processed in the data plane. Thus, by crafting timing
packets to measure the latency variation of the control mes-
sages with/without injecting a short-term burst of data traffic,
a path containing the shared links can be correctly identified.
By conducting the above reconnaissances on each possible
path, a target path can finally be found.

We note the probing technique may fail to identify a tar-
get path in rare cases. We study the conditions of successful
probing, and our experiments with 261 real network topolo-
gies [4] demonstrate that these conditions can be easily met
in practice. Moreover, we analyze the expected number of
paths that need to be explored for an attacker to find a tar-
get path. Both theoretical analysis and experimental results
show the high efficiency of our probing technique. For ex-
ample, it only needs to explore less than 50 paths on average
if there are 1,000 paths and only 2% of them contains shared
links. Experimental results in a real SDN testbed show our
reconnaissances can achieve more than 90% accuracy.

In order to ensure the stealthiness of the attack, we lever-
age the low-rate TCP-targeted DoS [41] to generate data traf-
fic consisting of periodic pulses in the shared links, instead
of directly flooding shared links to disrupt the network. The
low-rate TCP targeted DoS incurs repeated TCP retransmis-
sion timeout for TCP connections of the control channel.
Compared with direct link flooding on the shared links, it
significantly reduces the volume of attack traffic. Note the
TCP-targeted DoS cannot effectively disrupt SDN networks
without the knowledge of shared links obtained by our prob-
ing technique. Moreover, our attack is significantly different
from the packet-in flooding attacks [55, 60] that trigger a

huge volume of control traffic with bogus packets to saturate
the SDN control channel. Instead, it leverages low-rate data
traffic to disrupt the control channel and can thus succeed
even in the presence of state-of-the-art SDN defenses, such
as FloodGuard [60], FloodDefender [52], and SPHINX [27].

We systematically study the impacts of the attack on dif-
ferent SDN applications that achieve diversified network
functionalities. We find that almost all SDN applications can
be affected by our attack since our attack targets at disrupt-
ing the core services in SDN controllers that support these
applications. In order to understand the impacts, we conduct
experiments with four typical applications that have been
widely deployed in SDN controllers, i.e., ARP Proxy [5],
Learning Switch [6], Reactive Routing [9], and Load Bal-
ancer [7]. The results show (1) the performance of ARP
Proxy can be significantly degraded, such as 10 times in-
crease in the response delays and 95% reduction in the num-
ber of the ARP replies; (2) Learning Switch cannot success-
fully install forwarding decisions in the data plane and thus
the throughput of the data plane is reduced to O Mbps; (3)
Reactive Routing cannot update routing information in time
and obtain incorrect topology information, which incurs var-
ious routing anomalies, e.g., routing loop, routing blackhole,
routing path eviction, and flow table resetting; and (4) Load
Balancer generates wrong decisions, resulting in link over-
loading.

In summary, our paper makes the following contributions:

e We present the CrossPath attack to significantly disrupt
the SDN control channel by exploiting the shared links
between paths of control traffic and data traffic.

e We develop a probing technique called adversarial path
reconnaissance that can find a target path containing the
shared links with a high accuracy.

e We prove the conditions of successful probing, analyze
the expected number of explored paths to find a target
path, and validate our analysis with experiments.

e We perform a systematical study and conduct exten-
sive experiments on four typical SDN applications to
demonstrate the impacts of the attack on various SDN
network functionalities.

The rest of the paper is organized as follows. Section 2
provides background information about SDN and threat
model. Section 3 presents the CrossPath attack along with
an effective probing technique. Section 4 evaluates the fea-
sibility and effectiveness of the attack both in large-scale
simulations and real SDN testbeds. Section 5 further stud-
ies the impacts of the attack on different SDN applications
by detailed analysis and extensive experiments. Section 6
discusses defense mechanisms that can be immediately de-
ployed in practice to mitigate the attack. Section 7 reviews
related work. Section 8 concludes the paper.
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2 Background and Threat Model

2.1 Background

In this section, we briefly review the SDN architecture and
a typical protocol of SDN, i.e., the OpenFlow protocol [47].
SDN enables network innovations by decoupling the control
and data planes and provide programmability as well as flex-
ibility. The control plane is logically centralized and can be
deployed on commodity servers. The SDN architecture can
be divided into three layers. The control layer and the appli-
cation layer constitute the control plane, which runs as a net-
work operating system, a.k.a. a controller. Various network
applications can be deployed in the application layer to en-
able diversified network functions, such as routing, network
monitoring, anomaly detection, and load balancing. The data
plane layer, which consists of “dumb” SDN switches, per-
forms low-level packet processing and forwarding based on
the decisions generated by the control layer.

The dominant communication protocol between the con-
trol and data planes is OpenFlow, which has been stan-
dardized by the Open Networking Foundation (ONF) [14].
OpenFlow allows a controller to dynamically specify SDN
switches’ forwarding behaviors by installing flow rules.
Each flow rule contains match fields to match against in-
coming packets, a set of instructions that describe how to
process the matched packets, and counters that count the
number and the total bytes of matched packets. OpenFlow
also defines how to handle packets in a switch. When a
switch receives a packet, it processes the packet based on
the rule that matches the packet with the highest priority. If
no rules match the packet, the switch sends the packet to the
SDN controller through the control channel with a packet_in
message. Applications running on the controller analyze the
packet and make decisions. Once the decisions are made,
the packet will be sent back to the switch with a packet_out
message. The corresponding flow rules will be installed into
all switches forwarding the packet with flow_mod messages.
Such a packet processing procedure is called reactive rule
installation, which has been widely used in OpenFlow net-
works [60, 52]. Moreover, to reduce the cost of building a
dedicated control network and operating networks, in partic-
ular in large-scale networks [21, 65], OpenFlow allows the
control and data traffic to share some links in the network,
which is called in-band control.

2.2 Threat Model

In this paper, we consider an SDN network deployed with
the OpenFlow protocol. The network uses a reactive ap-
proach to install flow rules, which is widely adopted in prac-
tice [60, 52], over an in-band control channel [21, 65]. We
assume that an attacker has or compromises at least one host
attached in the network, which can be easily achieved, e.g.,

by renting a virtual machine in an SDN-based cloud network.
The goal of the attacker is to craft data traffic to disrupt the
SDN control channel that delivers control traffic.

An attacker does not need to have prior knowledge on
the network and any privileges of network operation. The
CrossPath attack does not require the attacker to compro-
mise the controllers, applications, and switches, or to con-
struct man-in-the-middle attacks on the control channel to
manipulate the control messages. The control channel can be
protected with TLS/SSL. Furthermore, we assume that con-
trollers, switches, and applications are well protected. For
example, the network applies strict access control policies to
prevent communication between controllers and attackers.

3 The CrossPath Attack

In this section, we present the CrossPath attack on disrupting
the SDN control channel. Particularly, we develop a probing
technique called adversarial path reconnaissance to accu-
rately find a target path containing shared links.

3.1 Overview

The CrossPath attack aims to disrupt the SDN control chan-
nel by exploiting the shared links between paths of control
traffic and data traffic. An attacker interferes with the trans-
mission of control traffic by generating data traffic pass-
ing through the shared links. Thereby, the real-time con-
trol messages delivered in the control channel are delayed or
dropped. As the SDN controller performs centralized control
over all switches via the control channel, an attacker can al-
most break down all network functionalities enabled by SDN
by constructing the attack. To achieve this, an attacker needs
to use a host attached in the network to generate probing traf-
fic so as to identify which path of data traffic (i.e., a target
path) shares links with paths of control traffic. Then, the at-
tacker can send attack traffic to the target path to disrupt the
control channel. In order to decrease the attack rate, the at-
tack utilizes the low-rate TCP-targeted DoS (LDoS) [41] to
generate periodic on-off “square-wave” traffic, which leads
to repeated TCP retransmission timeout for the TCP connec-
tions of the control channel.

Now let us use a simple example to illustrate the attack.
For the ease of explanation, we use data path to denote the
path where the data traffic is delivered and control path to de-
note the path where the control traffic is delivered. As shown
in Figure 1, the network has five switches {sy, s2, 53, $4, 55 }.
Host h; and A3 communicate with each other via the data
path Ay — s» — s3 — s4 — h3, while the control path be-
tween s, and the controller is s — 53 — 55 — ¢. We can ob-
serve that the link between s, and s3 is shared by the control
and data path. Assume host #; compromised by an attacker
sends crafted LDoS traffic to 43. Since the link and corre-
sponding queues of switch ports are also used by the control
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Figure 1: An example of disrupting the SDN control channel.

paths of s, and sy, the control messages delivered between
the switches and the SDN controller can be significantly de-
layed or dropped, resulting in abnormal network behaviors.
In order to successfully launch the attack, an attacker
should correctly choose a target path that contains shared
links. However, it is challenging to find target paths in SDN.
Different from traditional IP networks that almost each link
delivers data and control traffic at the same time, there are
only a few number of links delivering control traffic in SDN.
For instance, given an SDN network with m switches, there
may be m?/2 links. m links may be used to deliver control
traffic so that the connectivity between the controller and all
SDN switches can be ensured. Thus, only a limited number
of data paths include the links shared with control paths. To
identify such data paths, the attacker needs to know the net-
work topology and routing information. Nevertheless, they
are stored in the SDN controller and are invisible to the at-
tacker. Moreover, existing scanning tools cannot be used in
SDN to infer the network topology and routing information
because SDN has different forwarding behaviors compared
to traditional IP networks. For example, Traceroute [17] can-
not infer the routing path of the packets, as SDN usually does
not decrease the time-to-live (TTL) values in packet headers.

3.2 Adversarial Path Reconnaissance

To address the challenges above, we develop a probing tech-
nique called adversarial path reconnaissance to find target
data paths that have links shared with control paths. The
technique inspired by the key observation that the delay of
a control path is higher if a short-term burst of the data traf-
fic passes through the shared links. Thus, an attacker can
use a host in SDN to identify the key data paths by gener-
ating data traffic and measuring the delay variations of the
control paths. To achieve the goal, our adversarial path re-
connaissance consists of two phases: measuring the delays
of control paths and identifying a target data path.

Measuring Delays of Control Paths. In SDN, packets that
cannot be matched in a switch will experience long forward-
ing paths and high delays, since they will be forwarded to the
controller to request flow rules. We can analyze the delays

of these packets to calculate the delays of control paths that
share links with data paths. Assume there are two hosts A;
and h;, and the data path between them is a sequence of con-
secutive links Py’ =< I, s, Ls; sy, -+ sy n, >. Figure 2a
shows the forwarding path and delay for a packet that is sent
from h; to h;. The packet cannot be matched by flow rules in
s1. We can know the end-to-end delay for the packet is:

w+1 2]
hy k k k -
di,,i - dprop + Z dtranx + Z (dqueue +dpmc) + 61,]a ()
k=1 k=1

where dZ‘;op is the propagation delay at host /;, d*

trans IS the
transmission delay at the k" link, d]q‘ueue is the queuing delay
at the k" switch, and d*

proc 18 the processing delay at the K"
switch. §; j is the delay of the control path, which is caused
by querying controllers for rule installation. The delay pat-
tern of such packet is shown in Figure 2a. However, if we
send the same packet after the rule installation, the path and
delay will become shorter, as shown in Figure 2b. The end-
to-end delay can be expressed as follows:

w+1 [0
dz{,j = d?)i’op + Z dtkrans + Z (d]c;ueue + df)roc)' (2)
k=1 k=1

Here, we change d’gum to d?;ueue because the queuing delay
depends on the current network traffic and is time-varying.
Based on equation (1) and (2), the delay of the control path

1S:
[0)
7k k
8i;j - di»./' - dl’j + ]{Z] (dqueue - dqueue) (3)

However, if we send two packets with a short time inter-
val, e.g., sending the same packet immediately once we re-
ceive a response to the last packet, the queuing delay d*

queue
and d](;ueue can be approximately equal. Thus, we have
0~ di —dlf’j. Similarly, we have 8;; ~ d;; — d}.i- We use
0 to denote the sum of §; ; and §;;. We have the following
equation:

S~ (dij+d;;)—(dij+d};). )

Note that, d;;j+d;; is the round-trip-time (RTT) of the
packet that is not matched by rules, and @] ; +d’; ; is the RTT
of the same packet matched by rules. Thus, we can infer
the delay of control paths between two hosts by subtracting
RTTs of these two crafted packets.

Identifying a Target Data Path. An attacker needs to send
two packet streams for each possible data path in order to
find a target data path crossing with some control paths, i.e.,
a data path containing shared links. The first packet stream
is a timing stream, which aims to measure the delay 6 shown
in equation (4). The timing stream must trigger responses
from the destination host in the current data path. Fortu-
nately, many types of packets meet the requirement, such as
ICMP packets, TCP SYN packets, and HTTP request pack-
ets. Moreover, each timing stream must contain a pair of
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Figure 2: Different forwarding paths and delays for packets
sent from /; to h;. ¢ denotes the controller and s; denotes the
i"" switch in the packet path.

packets. The first packet must trigger new rule installation
and the second packet must match the newly installed rules.
This can be achieved by waiting a long enough time before
sending the first timing packet to the destination, and then
immediately sending another same packet after receiving a
response from the first packet. The first packet can guaran-
tee new rule installation, since old rules will be expired due
to timeouts as we mentioned in Section 2. According to the
previous study [44], the timeouts are usually configured as
small values in order to save space of flow table and waiting
for 30 seconds is enough for most cases.

The second packet stream is a festing stream. It contains
a short-term burst of packets sent to the destination host in
the current data path. These packets in the stream can be
typically UDP packets. TCP packets can also be chosen if
we send them with raw sockets [15] to eliminate the auto-
matic rate control in TCP. The testing stream can be used
to test whether the current data path crosses with some con-
trol paths or not in collaboration with the testing stream. An
attacker can first measure the delay & by the timing stream
without transmitting the testing stream to the destination. Af-
ter waiting enough time to ensure that old flow rules expire,
an attacker can measure the delay again (denoted by &) with
the testing stream being transmitted at the same time. By
comparing these two delays, an attacker can obtain:

(i) If &' is significantly higher than &, the short-term burst
of packets affects the delays of some control paths.
Thus, the data path currently being explored crosses
with some control paths.

(ii) If &' is similar to &, no available evidence indicates that
the data path crosses with some control paths.

Thus, we are able to find a target path by testing each path if
it exists.

3.3 Improved Reconnaissance

In order to efficiently and accurately find a target data path,
we apply two methods to improve our reconnaissance.
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(a) Serial Reconnaissance.
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(b) Parallel Reconnaissance.

Figure 3: Two different reconnaissances of finding a target
data path. Each arrow denotes a timing packet and the height
of it denotes the RTT of a timing packet. A dashed arrow
denotes testing packets are sent at the same time. The red
arrows denote a target path is found when conducting a re-
connaissance on the k" data path.

Improving Accuracy with 7-fest. Although our reconnais-
sance allows an attacker to know whether a data path crosses
with control paths by sending only four packets, it may
achieve low accuracy in practice. Various network noises
can affect the reconnaissance. For example, a burst of be-
nign traffic can also cause high latencies of control paths,
which makes a non-target data path misidentified as a tar-
get data path. We find that t-test [20] can be a straightfor-
ward approach to eliminate the influences of network noise
as much as possible. T-test is a statistical method that com-
pares whether two groups of samples with random noises be-
long to the same distribution. It produces a p value to denote
the likelihood that the two groups of samples belong to the
same distribution. Typically, if p is less than a predetermined
value, i.e., the significance level & [20], the two groups are
considered significantly different. Thus, we can collect two
groups of latencies with or without a testing stream for a
data path, and apply t-test to determine whether a data path
crosses with control paths according to the p value.

Improving Efficiency with Parallelization. Basically, an
attacker can try to test each data path one-by-one, which is
shown in Figure 3a. However, it is time-consuming. An
attacker has to wait for at least a timeout value before con-
ducting next round of testing, as obtaining the latencies of
control paths with testing stream requires that the old rules
have been removed. Suppose that a network has 100 data
paths and the timeouts in flow rules are configured to 10s.
Moreover, we assume 10 repeated reconnaissances are con-
ducted for each path in order to apply t-test. We can cal-
culate that finding a target path needs approximate 10,000s
at the worst case, which is unbearable in practice. Fortu-
nately, different flow rules matching specific packets make
up different data paths in SDN, which means the installation
and expiration of rules in two different paths are indepen-
dent. Thus, the reconnaissance can be parallelized to reduce
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the time. As shown in Figure 3b, an attacker can choose k
pending paths. The latencies of their crossed control paths
can be measured in turn by sending two timing packets for
each data path. After waiting for only one timeout value, an
attacker can measure the latencies again in turn while trans-
mitting corresponding testing streams, since the old rules of
each data path will expire in turn. The parallel reconnais-
sance allows an attacker to explore k data paths within two
timeout values, which significantly improves efficiency. The
maximal k depends on the maximal timeout values of flow
rules and the maximal RTT of timing packets. In order to
find a target data path as fast as possible, k should be subject
to the inequation: 2 -k - RT Tppay < timeoutgy. It ensures that
an attacker can check whether there is a target path among k
data paths within two timeout periods. If the maximal RTT
of the timing packets is 20 ms in the target SDN, the parallel
reconnaissance can dramatically reduce the time used by the
previous example from 10,000s to less than 100s.

Based on the above designs, the algorithm of improved
adversarial path reconnaissance can be easily implemented.
Due to space constraints, for further details, we refer the
reader to see the pseudo-code in Appendix A.

3.4 Theoretical Analysis

To understand the feasibility and efficiency of the adversarial
path reconnaissance in SDN, we perform theoretical analysis
to answer the following two questions:

o If there exists target data paths crossing with control
paths in the network, which conditions the network
must meet so that our reconnaissance can identify a tar-
get data path?

e How many data paths should be explored in order to
find a target data path?

Firstly, we use an example to illustrate the network condi-
tions that must meet for identifying a target data path be-
fore presenting the theory results. Figure 4 shows the tar-
get network where an attacker conducts reconnaissances.
Each switch connects the controller through the shortest
control paths. Switch s, and s3 both have two differ-
ent shortest control paths that can be chosen. We first
consider the case where s, connects the controller via <
lsy 5555 lss—ssgr lsg—c > and s3 connects the controller via <
lsy 5555 Lsy—ssy5 Is; 56> Isg—c >. Obviously, the data path from
hy to hy crosses with the control path of s3. However, an at-
tacker cannot identify it. Measuring the delay of the crossed
control paths is infeasible, since an adversary cannot trigger
rule installation into s3. If we consider another case where s,
connects the controller via < Iy, s, ls; 54, lsg—sc > and s3
connects the controller via < Iy, 5, Ly s, lss—sgs lsg—c >
the target data path from A to A crossing with the control
path of s, can be identified. The main difference between

SDN
Controller

Control Path
Data Path
Link

Figure 4: The target network where an attacker conducts re-
connaissances.

the two cases is whether the target data path crosses with a
control path of a switch belonging to the data path.

We consider a set of all the hosts in the target network
H = {hy, hy, ..., hy}, a set of compromised hosts H =
{hy, hy, ..., izq}, and a set of all the switches in the net-
work § = {s1, 52, ..., sm}. Let p};/ be the data path from
host i to host j, let p!. be the control path of switch i, and let
Sij={s1, $2, ..., 5} be the set of switches belonging to the
data path from host i to host j. Here, H C H and S; ; C S. pl/
and p;. both is a set that contains a sequence of consecutive
links. In fact, we have the following theorem:

Theorem 1. If and only if the target SDN network meets
the condition: 3(pL. ﬂp{i’k #0), where i € Sjy, j€H, ke
H and j # k, then there exists a target data path which can
be identified by the adversarial path reconnaissance.

Proof. We prove the theorem in two steps. We first prove
the sufficient condition, i.e., if the target network meets the
conditions in Theorem 1, then a target data path can be iden-
tified by the adversarial path reconnaissance. According to
the conditions, we can know that a data path pfj’k from a com-
promised host /2; to another host % crosses with a control
path pi. The crossed control paths belong to the switches
Sk along the data path. An attacker can conduct the adver-
sarial path reconnaissance on the data path. Basically, four
timing packets will be sent to the data path. The first timing
packet will trigger rule installation into all switches along
the data path. Only after all switches finished installing rules
according to the messages of the controller, the packet can
reach the destination and a response packet will be sent to
the compromised host. Thus, the RTT of the timing packet
contains total latencies of control paths of all switches in S 4.
The second timing packet will be sent after rule installation.
The total latencies of control paths can be obtained by sub-
tracting the RTTs of these two timing packets. After waiting
at least a timeout value, another two timing packets can be
sent to the data path with testing stream. The total laten-
cies of control paths can be obtained again in a similar way;
however, crossed control path p. will be affected by the test
stream. The reconnaissance will notice that the total laten-
cies will be significantly higher than the previous latencies.
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Thus, a target data path pfi’k is identified.

We next prove the necessary condition, i.e., if a target data
path can be identified by the adversarial path reconnaissance,
then the target network meets the conditions in Theorem 1.
We assume that a target data path p* is identified. Since p?*
is a target data path, it at least crosses with a control path p..
Obviously, the reconnaissance can only be launched by the
compromised hosts. Thus, j € H, k € H, and j # k. We
only need to prove that the crossed control path belongs to a
switch along with the data path pé’k, ie.,i €S Letuscon-
sider the opposing case i ¢ S; ;. Note that the timing packets
in our reconnaissance trigger rule installation into switches
S; i along the data path. Thus, only the latencies of con-
trol paths belonging to the switches in §; ; can be measured.
When i ¢ S, the delay variation of p.. cannot be noticed by
our reconnaissance. Thus, there must be i € S, if a target
data path can be identified. O

Theorem 1 indicates that our reconnaissance can find a tar-
get data path only if the network meets the conditions. For-
tunately, it only requires at least one data path which crosses
with a control path of switches that are in the data path. Such
conditions can be easily met in practice. We will show that
our reconnaissance can find a target data path with various
real network topologies for most cases in Section 4.1.

In order to estimate the average number of explored data
paths for finding a target data path, we introduce a parameter
Y denoting the total number of target data paths which can
be identified in a network. In addition to the notations we
used in Theorem 1, let p be the total number of data paths
between a compromised host in H and a host in H, and let X
be a random variable denoting the number of explored data
paths for finding a target data path. Obviously, if we find a
target data path at the k;;, exploration, then we have already
failed to find a target data path for kK — 1 times. Thus, the
probability of finding a target data path at the k;;, exploration
for the first time is:

k=2 ;
Y pP—Y—J
P(X =k)= —, &)
p_(k_l)j:(] p—J
where 1 <k < p — v+ 1. Here, we define H’Jf:xa =1, when
x >y. The average number of explored data paths can be
calculated as:

p—r+l
EX)= Y k-P(X=k)
k=1

p—7+1 ky k=2 ©)

=L

If we consider the case where there is only one compromised
host in the network and each of the data paths between two
hosts is different, then p = n — 1. n is the number of hosts in

the network. Equation (6) can be simplified as:

n-y ky k=2 y
E(X)= l———F—). 7
(X) k;n—k,go( o ™

Equation (7) indicates the average number of explored
data paths E(X) totally depends on n and y. We will show
that E(x) gets small values with proper parameters and the
theoretical values are consistent with our experimental val-
ues in Section 4.1. In reality, our reconnaissance can quickly
find a target data path by exploring several data paths (see
Figure 6 in Section 4.1).

4 Attack Evaluation

In this section, we perform large-scale simulations to demon-
strate that the CrossPath attack can be launched with various
network topologies. Moreover, we conduct experiments to
evaluate the feasibility and effectiveness of the attack in a
real SDN testbed.

4.1 Large-Scale Simulation Experiments

Simulation Setup. We perform simulations with 261 real
network topologies [4] around the world. As these network
topologies do not contain hosts and routing information, we
generate 100 hosts ! in each topology and apply Dijkstra’s al-
gorithm [28] to generate the shortest data path between two
hosts. Note that shortest path forwarding is commonly used
in the intra-domain routing system. We add another host in
each network topology as the SDN controller. The controller
can connect switches via shortest paths (SP) to minimize de-
lays, a minimum spanning tree (MST) to minimize costs, or
randomly searching available paths (RS). We conduct exper-
iments with different types of connection in turn. Moreover,
for simplicity and without loss of generality, we assume that
the attacker only controls one host in the network and we
attach such a host to each network topology.

We note that the positions of hosts in a network will affect
our experimental results. Thus, we conduct 1,000 experi-
ments for each network topology and randomly changes the
positions of all hosts in each experiment. We show the aver-
age results over 1,000 experiments for each topology.
Average Percentage of Identified Target Paths. Figure 5a
shows the CCDF of the average percentage of identified tar-
get paths with 261 various network topologies. From the
results, we can see all the network topologies have at least
5% identified target paths among total data paths in a net-
work regardless of types of connections. More than 98%
of the network topologies have at least 30% identified target
paths. Moreover, the network tends to have more identified
data paths when the controller connects switches via MST.

n reality, we also conduct our experiments with 50, 500, 1000 hosts,
respectively. The results are similar to those in Figure 5.
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Figure 5: Complementary Cumulative Distribution Function
(CCDF). (a) shows the CCDF of the average percentage of
identified target paths with 261 real topologies; (b) shows
the CCDF of the average percentage of affected switches by
attacking a target path with 261 real topologies.
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Figure 6: Comparison of theoretical values and experimental
values of E(X) with different n and Y.

The results demonstrate that the conditions in Theorem 1 can
be easily met. An attacker can use our reconnaissance to find
some target data paths to launch the CrossPath attack.
Average Percentage of Affected Switches. As attacking
different target paths will affect the average percentage of
switches in a network topology, we randomly attack a target
path in the 1,000 experiments for a network topology and
calculate the average percentage of affected switches. Fig-
ure 5b shows that more than 20% of the switches can be af-
fected by attacking a target path for 90%, 99% and 99% of
the 261 network topologies with SP, MST and RS connec-
tions, respectively. For some network topologies, attacking a
target path can even affect half of the whole switches. Thus,
it is possible for an attacker to attack multiple target paths
to cause damages for the whole switches and incur network-
wide DoS.

Average Number of Explored Data Paths. Equation (7)
denotes the average number of explored data paths E(X) for
finding a target path totally depends on the number of data
paths ¥ containing shared links and the number of hosts in a
network n. We draw the theoretical values of E(X) in Fig-
ure 6. We can see that E(x) declines quickly when ¥ in-
creases from O to 20. When there are 1,000 hosts and 40 data
paths (2% of the 1,000 total data paths) containing shared
links, E(X) is less than 50. Moreover, E(x) tends to be the
same with the growth of y. The results demonstrate that our
reconnaissance can fast find a target data path and has a good

scalability with a different number of hosts in the network.
The experimental values of E (x) are also plotted in Figure 6.
Each experimental value with different n and 7y is obtained by
conducting 1,000 experiments to get the average number of
explored data paths. The results show that the experimental
values are consistent with the theoretical values.

4.2 Experiments in a Real SDN Testbed

Experiment Setup. Our testbed contains a popular SDN
controller Floodlight [12], five hardware SDN switches
(AS4610-54T [10]), and three physical hosts. The controller
is deployed on a server with a quad-core Intel Xeon CPU
E5504 and 32GB RAM. Each physical host has a quad-core
Intel i3 CPU and 4GB RAM. All hosts run Ubuntu 14.04
server LTS. The network topologies, control paths and data
paths are illustrated in Figure 1. An attacker first compro-
mises host /11 to conduct the algorithm of adversarial path re-
connaissance (see Appendix A for details) for the data paths
of the other hosts. The burst rate of short-term testing pack-
ets is 1 Gbps, which is the maximal rate the host can send.
The attacker then generates LDoS data traffic to disrupt
the control channels of switches s; and s, by attacking the
data path between h; and h3. Basically, there are three pa-
rameters for the LDoS flows: burst length, inter-burst period,
and peak magnitude. The previous study [42] has conducted
comprehensive experiments on how different parameters de-
termine the attack impacts of LDoS flows and how to bet-
ter choose these parameters. As our paper mainly focus on
studying the impacts for the SDN functionalities after the
control channel is attacked by the data traffic, we apply fixed
parameters in our attack. We choose the burst length as 100
ms, inter-burst period as 200 ms, and peak magnitude as the
maximal speed 1 Gbps that the host can send for our all ex-
periments in the paper. These parameters show how an at-
tacker can affect the SDN functionalities to the maximum
extent by generating data traffic to disrupt the control chan-
nel. Moreover, compared to simply flooding the target paths,
which needs to send traffic with 1 Gbps all the time, the rate
of our LDoS flow is only approximate 0.33 Gbps on average.
Accuracy of Reconnaissances. We first collect the delay
variations in delivering control messages. The delay vari-
ation is defined as the absolute difference between the de-
lays of control messages measured with and without testing
stream. We collect 5,000 records both for two data paths
in the network. We wait up to 20 seconds for each timing
packet to get a response in order to obtain possible maximum
delays. Figure 7 shows the distribution of the probability of
the delay variation. The results demonstrate that the target
data path has a significantly different probability distribution
compared with the non-target data path. In particular, most
delay variations with the non-target data path are less than 2
ms, while most delay variations are much larger for the tar-
get data path. These results illustrate that the discrimination
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between target data paths and non-target data paths can be
easily identified according to the delay variations.

We then calculate the accuracy of our reconnaissance by
conducting 1,000 repeated experiments with different set-
tings of 1 and «. Here, 1 denotes the number of measured
delays for each data path, which is also the size of each group
in the t-test used to identify a target path. « is the signif-
icance level used in the t-test. As shown in Figure 8, the
accuracy increases with the increase of 1. Moreover, we
can observe that the accuracy increases with the increase of
o when 1 is smaller, e.g., 10 or 20. However, the accu-
racy tends to be stable when 1 becomes large. The reason
is that two different groups will statistically different from
each other and two similar groups will be statistically closer
to each other with more data. It is easier to distinguish the
two types of paths if we have enough data, which is not sig-
nificantly impacted by the setting of ¢. The accuracy always
reaches more than 90% with different settings of & when
is 40 or 50.

Effectiveness of the Attack. To evaluate the impact of the
attack on the control packets, we configure the controller
to generate 1,000 control packets per second? to the switch
s2. Figure 9 shows the throughput of control packets. The
throughput can achieve 1,000 packets per second. However,
it almost drops to 0 under the attack though there are short-
term peaks of throughput. The reason is that our attack trig-
gers TCP of control flows to periodically enter the phase of
retransmission timeout. In this case, no packets will be sent
within the retransmission timeout. Figure 10 shows the delay

>There can be thousands of control packets per second [29]. For sim-
plicity but without loss of generality, we choose a practical value, 1,000.
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Figure 11: Robustness of the attack with different back-
ground traffic.

of control packets. The median value of delays for control
packets under the attack is 687 ms, which is more than about
100 times higher than that in absence of the attack. More-
over, the delays under the attack vary within a large range
from below 10 ms and to more than 10,000 ms. Note that,
most delays without the attack are less than 10 ms. The re-
sults above demonstrate our attack can significantly degrade
the throughput of control packets and incur high delays.
Robustness of the Attack. As background traffic may affect
the reconnaissances and attack effects, we inject different
background traffic into our network with TCPReplay [16]
in turn. Such traffic traces comes from two Data Centers
(DC1 and DC2) [3], an Internet Backbone (IB) [8], a Uni-
versity (UNIV) [18] and our Laboratory (LAB). Moreover,
due to the limited flow table capacity in switches, we ran-
domly choose flows from the trace to ensure that the number
of rules generated by flows do not exceed the table capacity.
Figure 11a shows the accuracy of reconnaissances with
different background traffic. The parameters of reconnais-
sances o and 1 are set to 0.01 and 50, respectively, which
are the best parameters to get the highest accuracy ( 93% in
Figure 8) without background traffic. When the background
traffic is injected, the accuracy drops to below 90%, ranging
from 85% to 89%. However, such accuracy is still satisfac-
tory for an attacker to conduct reconnaissances. Figure 11b
shows the degradation ratio of control packets. The degrada-
tion ratio is the fraction of the control packets reduced by the
attack over the total control packets without the attack. We
can see that the attack always causes more than 90% degra-
dation ratio with different background traffic. Above results
demonstrate that our attack achieves high robustness.

5 Attack Impacts on Network Functionalities

In this section, we perform a systematical study on the im-
pacts of the attack on various network functionalities. We
first review the common core services enabled in SDN con-
trollers that generate different types of OpenFlow control
messages and are used by various SDN applications. We
then study four typical SDN applications, which use these
common core services, so that we measure the impacts of
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Figure 12: The core services of SDN controllers.

the attack on SDN functionalities.

5.1 Core Services of SDN

SDN controllers can be abstracted as a two-layer architecture
though different controllers have different implementations.
Applications can be deployed in the top layer to enable dif-
ferent network functionalities, while the low layer provides
different core services that interact with switches and provide
basic functionalities for the top-tier applications. As shown
in Figure 12, there are four major core services:

Packet Service. The service manages packets exchanged be-
tween the control and data planes. It paraphrases packet_in
messages containing data packets received from switches
and dispatch them to applications. Meanwhile, it sends data
packets back to switches via packet _out messages.

Flow Rule Service. The service manages flow rules. It in-
stalls or updates rules in switches via flow_mod messages
according to the results computed by applications.
Topology Service. The service maintains the topology of
end hosts, links, and switches. It discoveries new hosts and
tracks their locations via packet _in messages embedded with
an ARP or DHCP payload. It periodically sends and receives
LLDP packets encapsulated in packet_in or packet_out mes-
sages to maintain link information. Besides, it establishes
the control channel between switches and controllers via sev-
eral handshake messages. The liveness of switches is peri-
odically checked via echo_request and echo_reply messages.
Applications obtain network topologies through the service.
Flow Metrics Service. The subsystem is responsible for col-
lecting flow statistics. It periodically queries the flows on
network devices via stats_request and stats_reply messages,
and then provides various statistics to applications.

We note that almost all applications enabling network
functionalities in SDN is built on at least one of the four
services. Our attack thus can affect various SDN functional-
ities by disrupting the transmission of control messages ex-
changed between these core services and switches. We will
choose four typical applications that are widely deployed in
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Figure 13: Attack impacts on ARP Proxy.

SDN controllers to show the impacts of the attack on various
network functionalities. The implementations of the four ap-
plications [5, 6, 9, 7] are from Floodlight [12].

5.2 ARP Proxy

SDN enables Address Resolution Protocol (ARP) similar to
IP networks, which finds the association between a destina-
tion IP address and its corresponding hardware (MAC) ad-
dress so that hosts can correctly send and receive IP pack-
ets. In IP networks, layer two switches flood an ARP request
sent from a host to get an ARP reply. If the target IP ad-
dress in the ARP request is not in the local network, a router
acts as an ARP proxy to send back an ARP reply with the
hardware address of its own interface. In SDN, ARP pack-
ets are handled by an ARP proxy application [5] in the SDN
controller. When an ARP request sent by a host arrives at
a switch, it will be sent to the controller via packet_in mes-
sages. The packet service extracts the ARP request packet
from packet_in messages and dispatches the packet to the
ARP proxy application. The application extracts the sender
IP address and the source MAC address to store them into
the ARP table. Meanwhile, it finds an entry that the IP ad-
dress matches the target IP address in the ARP request. A
corresponding ARP reply packet is created and will be sent
back to the ingress switch via packet_out messages. Thus,
the original host obtains an ARP reply.

Our attack can completely disrupt the functionality of
ARP proxy by interfering with the exchange of the messages
between the packet service and switches. Figure 13a shows
the ARP throughput. The ARP reply rate is proportional to
the ARP request rate in absence of the attack. However, un-
der the attack, the ARP reply rate falls below 10 pps when
the ARP request rate exceeds 100 pps. The reason is that the
TCP flows of control traffic frequently enter the retransmis-
sion timeout phase under the attack due to the congestion.
Figure 13b shows the CDF of ARP delays. More than 90%
delays are less than 10 ms without the attack, while more
than 70% delays are higher than 10 ms and more than 50%
delays are higher than 1,000 ms with the attack. Delays un-
der attacks significantly increase. Particularly, some delays
exceed 10,000 ms, which can cause connection failures be-
tween two hosts because hosts cannot get MAC addresses.
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Figure 14: Attack impacts on Learning Switch.

5.3 Learning Switch

The learning switch application [6] allows SDN switches act
as normal switches in IP networks. The application exam-
ines a packet matching no rules in a switch and looks up
the recorded mapping between the source MAC address and
the port. If the destination MAC address has already been
associated with a port, the packet will be sent to the port
and corresponding rules will be installed to match subse-
quent packets. Otherwise, the packet will be flooded on
all ports. As shown in 12, the application relies on two
services. The packet service sends the packet to the con-
troller via packet_in messages and back to the switch via
packet _out messages, and the flow rule service installs rules
in the switch via flow_mod messages.

Our attack can effectively block installation of forward-
ing decisions generated by the application by disturbing the
messages exchanged between the core services and switches.
Figure 14 shows the impacts of the attack on the functional-
ities of learning switch. Here, we define the success ratio
of rule installation as the number of successfully installed
rules over the number of rule requests within a second. As
shown in Figure 14a, the success ratio of rule installation in
a switch always maintains over 90% with various numbers
of new flows without our attack. However, it drops signifi-
cantly in presence of our attack. When the rate of new flows
reaches 250 flows per-second, the success ratio reduces to
below 20%. Thus, learning switch cannot work correctly. As
shown in Figure 14b, the throughput of a switch is O Mbps
for a long time with attack when there are 250 flows/s.

SDN
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Figure 15: The network topology used in Reactive Routing.
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17:37:46.344 INFO [n.ft. TopologyInstance] Route [id=Routeld [sre=1c:48:cc:3T:abialag:41
dst=9d:54:cc:37:abra0:ag:41], switchPorts=[[id=1c:48:cc:37:abia0:a8:41, port=37],
[id=9d:54:cc:37:ab:ad:a8 41, port=31]]]

17:38:01.62 INFO [n.f1iLikDiscoveryManager|[Iuter-switch Ik removed:[Link
[sre=ad:eTice:3T:abalag: 41 ouPort=38, dsti=0d:54:cc:37:abial:ad: 41, mPort=42, latency=6]
17:38:01.95 INFO [n.f1.TopologyM ][Rccmnputmg topology due to;ilink-distu\try—
updates

17:38:01.345 INFO [n.fr. TopologyInstance] Route [id=Routeld [sre=1c:48:cc:37:ab:a0:a8:41
dst=9d:54:cc:37:abra0:a8:41], switchPorts=[[id=1c:48:cc:37:ab:al:a8:41, port=32],
[id=ad:e7:cc:37:abia0:a%:41, port=36], [id=ad:e7:cc:37:ab:a0:a8:41, port=38],
[id=9d:54:cc:37:ab:ad:a8 41, port=42]]]

(c) Eviction of a routing path due to a deactivated link.

20:55:25.510 INFO[n.f.c.i.OFChannelHandler] [[1c:48:cc:37:ab:al:a%:41(0x0) from
192.168.100.1:59413]][Disconnected connection]
20:55:26 218 INFO[n.£c.i. OFChannelHandler|
/192.168.100.1:59414

20:55:27.755 INFO[n.f.c.1.OFChannelHandler] Negotiated down to switch OpenFlow version
of OF_14 for /192.168.100.1:594 14 using lesser hello header algorithm.

20:55:31.698 INFO[n.f.c.i.OF SwitchHandshakeHandler][Clearing flow fablesof

1e:48:cc:37 ab:a0:ad:41 on upcoming transition to MASTER.

from

(d) Cleaning of flow tables due to the reset of a switch.

Figure 16: Attack impacts on Reactive Routing.

5.4 Reactive Routing

The reactive routing [9] application enables flexible and fine-
grained routing decisions for different flows, which is en-
abled in almost all controllers. When a new flow matching
no rules is generated, the first packet of the flow will be sent
to the reactive routing application. The application analyzes
the packet and calculates routing paths for the new flow. Be-
sides depending on the packet service processing data pack-
ets and flow rule service installing rules, the application also
queries the topology service that provides the information of
the locations of hosts, the state of switches and links.

In order to demonstrate the effectiveness of our attack, we
build a network topology with four hosts and three switches,
as shown in Figure 15. The IP addresses of the four hosts A1,
ha, h3 and hy are 10.0.0.1, 10.0.0.2, 10.0.0.3, and 10.0.0.4,
respectively. The hosts /; and &, send packets to the host
h3. The default routing path of packets from /iy to h3 is <
Iny=ssys bsy =555 Lsy—sy5 ls3—ny >. The default routing path of
packets from h to h3 is < lj, sy, Ly s, Lyy—ny >. Also, a
flow with TCP port 1111 from £, to k3 has a different path
due to a QoS requirement. Here, the compromised host /4
sends attack (i.e., LDoS) traffic to A3 in order to exploit the
control path of switch s,.
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Figure 16 shows the impacts of the attack on reactive
routing. As shown in Figure 16a, our attack incurs long-
term routing rule inconsistency, which makes the link uti-
lization reach 100%. The reason is that SDN exists transient
rule inconsistency [36] which can be leveraged by our at-
tack. In the network shown in Figure 15, packets with an
IP destination address 10.0.0.3 and a destination port 1111
loop between s; and s, when the application deletes rule
“10.0.0.3 : 1111, to s3” while rule “10.0.0.3 : 1111, o s1”
remains. The rule inconsistency normally lasts for a very
short period before all the commands of deleting correspond-
ing rules of the flow are issued. However, our attack can de-
lay the commands exchanged between the flow rule service
and s, for tens of seconds. Thus, the packets loop between
s1 and s, for a long period and the link utilization between
the two switches increases with more packets injected.

Figure 16b shows the long-term routing blackhole when
h3 is migrated from s3 to sp. The migration is finished
within five seconds without the attack, as the topology ser-
vice can track the new location via packet_in messages con-
taining the DHCP payload when the host moves to 5. How-
ever, the messages are significantly delayed under our attack,
and thereby the routing between other hosts and A3 cannot
be updated in time, causing more than 10 seconds routing
blackhole. Moreover, by blocking LLDP packets between
the topology service and switches, our attack can deactivate
links in the topology database and thus the corresponding
routing paths will be removed. In the Floodlight controller,
a link will be deactivated if no LLDP packets pass through
the links within 35s. Figure 16c shows the original routing
path from %, to h3 is removed since our attack deactivates
the link from s, to s3. Moreover, our attack can reset the
connections between switches and the controller by delay-
ing control messages. Figure 16d shows the connection of
switch s, is reset and all the flow tables are cleaned.

5.5 Load Balancer

Load balancing has been widely used to improve resource
usage and throughput as well as reduce response delays,
which balances the workload among multiple nodes. SDN
controllers deploy the load balancer [7] application to
achieve the goal. The application in the Floodlight controller
can balance requests of clients in two way, i.e., round robin
and statistics-based scheduling. Round robin scheduling ran-
domly chooses a server from a server pool to serve a new
request each time. The statistics-based scheduling chooses a
server that has the lowest utilization to serve a new request,
where the utilization is calculated according to the real-time
statistics of the switch ports. The load balancer application
relies on the flow metrics service to collect the statistics.

We configure the load balancer application in Floodlight
to enable statistics-based scheduling, as it can provide better
load balancing under different flow distribution of clients. In
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Figure 17: Attack impacts on Load Balancer for misallocat-
ing the workloads across servers.

our experiments, two hosts consist of a server pool and an-
other two hosts send flows to the servers. Figure 17a shows
the utilization of switch ports connecting the two servers
over time without our attack. Initially, two different elephant
flows are sent to the servers, which causes the port utiliza-
tion to increase to 40% and 10%, respectively. At the 7th
second, the rate of the two flows exchanges. The utiliza-
tion of one server reduces from 40% to 10% while another
server increases from 10% to 40%. At the 14th second, a
new elephant flow starts, and the application directs the flow
to server #1 that has the lowest port utilization. The port uti-
lization of server #1 reaches 70%. Unfortunately, the appli-
cation will mistakenly direct the flow to server #2 under our
attack. As shown in Figure 17b, the port utilization of server
#2 reaches 100%. The reason is that our attack can signifi-
cantly delay the stats_request and stats_reply messages ex-
changed between the flow metrics service and switches, and
thus the applications cannot know the port utilization in time.
Actually, the application considers that the port utilization of
server #2 is still 10% when the new flow comes.

6 Defense Schemes

In this section, we discuss possible countermeasures that net-
work administrators can be used to mitigate the attack.
Delivering Control Traffic with High Priority. To defend
against the attack, one way is to ensure forwarding con-
trol traffic with high priority, which thus can protect con-
trol traffic from being congested by malicious data traffic.
According to our analysis, such a defense scheme can be
enforced by carefully configuring Priority Queue (PQ) or
Weighted Round Robin Queue (WRR) in switches. We note
that many commercial SDN switches support at least one
of the two queueing mechanisms (see Appendix C). We im-
plement the defense scheme based on PQ and WRR in our
hardware switches to deliver control traffic with high prior-
ity. The evaluation shows it can effectively protect control
traffic against malicious data traffic. The detailed implemen-
tations and evaluations can be found in Appendix B.
Proactively Reserving Bandwidth for Control Traffic.
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Another way to defend against the attack is to proactively
reserve proprietary bandwidth for control traffic. Such a
defense scheme is suitable for SDN switches that do not
support PQ and WRR mechanisms. We implement the de-
fense scheme with OpenFlow meter table in our hardware
switches. We have demonstrated that control traffic can be
well protected by reserving enough bandwidth. We refer the
reader to Appendix B for details. The main disadvantage of
the defense scheme is that the reserved bandwidth cannot be
used by other traffic even there is massive free bandwidth.
Our future work will focus on how to dynamically reserve
the bandwidth for control traffic to make full use of it.
Disturbing Path Reconnaissances. The necessary condi-
tion to successfully launch the CrossPath attack is to find a
target path containing shared links. Thus, we can prevent
the attack by disturbing path reconnaissances. One way is to
deliberately add random delays when installing flow rules,
which may result in incorrect delay measurements of control
paths when conducting path reconnaissances. Our evaluation
shows that the accuracy of path reconnaissances can drops to
less than 30% by adding random delays ranging from 100
ms to 1,000 ms. However, adding random delays affects the
rule installation of all flows in the network. It is especially
harmful to mice flows that are delay-sensitive [30]. Design-
ing a scheme to effectively disturb path reconnaissances and
reduce the impacts on network flows is worth more future
research.

7 Related Work

In this section, we review related security research in SDN
and legacy networks, respectively.

Reconnaissances in SDN. SDN reconnaissances has been
extensively studied. Shin et al. [54] designed an SDN scan-
ner to determine whether a network is SDN by measuring
response delays of pings. Cui et al. [25] further conducted
experiments in real SDN testbed to demonstrate its feasibil-
ity. Kloti et al. [39] presented a reconnaissance technique to
determine if an SDN has rules for aggregated TCP flows by
timing the TCP setup time. Achleitner et al. [19] designed
SDNMap to reconstruct composition of flow rules by ana-
lyzing probing packets with specific protocols. Liu et al. [45]
developed a Markov model to reveal rule distribution among
switches. John et al. [56] presented a sophisticated inference
attack to learn host communication patterns and ACL entries
even if injected packets do not trigger replies. However, none
of the methods can be applied to find target paths containing
shared links with control paths.

Attacks on SDN and Related Defenses. SE-Floodlight [48]
and SDNShield [63] are developed to provide permission
control for malicious SDN applications. Some studies fo-
cus on the security of controllers, including network poison-
ing [31], identifier binding attacks [35], subverting SDN con-
trollers [49], and exploiting harmful race conditions in SDN

controllers [65]. Other studies focus on data plane security,
including low-rate flow table overflow attacks [22], SDN
teleportation, and detection on abnormal data plane [51].
Our paper focuses on the security of control channel, which
is orthogonal to the existing work. Particularly, we uncover
a new type of attack, which has not been discovered by ex-
isting automatic attack discovery tools [34, 43, 59] in SDN.

The packet_in flooding attack [55, 60] is mostly closest to
ours. It saturates the control channel with a large amount
of packet_in messages. To trigger the control messages, the
attack requires generating massive bogus packets matching
no rules in switches. Different from it, our attack generates
low-rate data traffic to implicitly disrupt control traffic in the
shared links instead of directly generating massive control
traffic. Our attack can bypass the previous defenses [55, 60,
52, 27] against packet_in flooding attacks since they detect
attacks by identifying and throttling malicious control traffic.
LDoS Attacks in Traditional IP Networks. Kuzmanovic
et al. [41] developed low-rate TCP-targeted DoS attacks to
disrupt TCP connections. Zhang et al. [66] demonstrated
the attack has severe impact on the Border Gateway Pro-
tocol (BGP) by conducting real experiments. Schuchard et
al. [50] extended the attack developed by Zhang et al. and
de