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1. Overview

Before beginning a discussion of backup and recovery, let’s look at why we even go
to the trouble of making backups.

Why Do We Make Backups?
System administrators must do many tasks, including installing, configuring, and

maintaining system hardware and software, adding and deleting users, monitoring disk
and CPU utilization, tuning for performance, educating users, ensuring security—and
making backups. The job of creating backups is often given to the most junior admin-
istrator, because it can be very repetitive and not very glamorous. Backups also con-
sume valuable time and resources. Why suffer through all of that work?

For one thing, it doesn’t take long in the IT world for things to break. Hardware
fails, software becomes corrupted or has bugs, and users make mistakes. There’s an old
saying, “There are two kinds of motorcycle owners: those who have fallen and those
who will fall.” The same applies to system administrators: There are those who have
lost data and those who will lose data. Preparing for “normal” failure is one good justi-
fication for backup.

What about a disaster, such as a tornado, flood, hurricane, earthquake, or fire? Next
time you’re in your computer room, look at the ceiling. Does it have sprinklers? What
will happen to your machines when the sprinklers go off? Are you storing your backups
in the same room? What will happen to those tapes? What is your recourse when the
air conditioning fails on a weekend, server performance slowly degrades, and disks or
equipment fail in non-deterministic ways?

As disastrous as the events of 9/11/2001 were, they reminded those of us in the
computer business that we also have to prepare for man-made disasters. The number of
hackers and crackers trying to get to your data has been increasing steadily. Other 
dangers include acts by malicious ex-employees and really egregious user mistakes (e.g.,
rm –rf .*, or DEL /F /Q C:\*.* ).

Administrators may also face external requirements for record retention, such as a
state or federal agency that requires you to keep documents of a certain type for n
years.

It is your job to be able to recover from any type of problem and return your sys-
tems to full functionality. Just as we all carry insurance for our houses, health, cars, and
life, we should make sure we’ve done what we need to do to be able to recover our sys-
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tems in time of disaster. This, of course, requires a disaster recovery plan. One of the
essential pieces of a disaster recovery plan is a solid, well-tested backup and recovery
system. The remainder of this booklet focuses on creating such a system.

Backups and Disaster Recovery
The following six principles should be considered when designing your backup and

recovery system:
1.Define (un)acceptable loss. Determine how much you will lose if you don’t

have a backup. That will help you decide how much time, effort, and
money to spend on protecting that data.

2.Back up everything. You have to make sure that all information is backed
up, including data, metadata, and the instructions you or your successor
will need to do the recovery.

3.Organize. You need to be able to access the correct media for a recovery, as
well as the documentation that explains your disaster recovery plan.

4.Protect against disasters. All the steps you take to safeguard your process
must be disaster-proof, including guaranteeing tape security, keeping spare
tape drives, and storing copies of your documents off-line.

5.Document. You need to have all the steps for recovery well thought out
(and tested) ahead of time so that you or your delegate can perform a recov-
ery correctly even from a very old backup.

6.Test continually. Your plan is only a proposal if it has not been tested. You
must prove that the process will work.

(Un)acceptable Loss
If you are like most auto owners, you will have (or must have) auto insurance. Look

at the deductible amount. This is the amount of money you can expect to pay in the
event of an accident, before the insurance company pays any money on your behalf.
The higher your deductible, the less you pay monthly for insurance.

This concept applies to backups as well. The more you spend on your backup and
recovery system, the less you will lose when disaster strikes. The less you spend on your
backup and recovery system, the more you’ll lose in time of disaster. How much of
your system’s data can you or your company afford to lose?

The first step here is to classify the data. Some data is easily recreated, while other
data is irreplaceable. A software development project may be the sort of data that can
be recreated. A financial transaction with a customer can almost never be recreated.
Generally, if data is being created by a single person or group of people, without inter-
action from anyone outside your company, then that data is probably recreatable. That
doesn’t mean it should not be backed up, though. It means that you don’t need to take
backups every 20 minutes to ensure that every byte is captured. If data is not recreat-
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able, then it needs to be backed up constantly, usually using transaction logs in a data-
base.

Assign a monetary value to the data. For example, how much would it cost if five
developers had to totally recode and debug a week’s worth of work? How much would
it cost your company if a day’s worth of interactions between your customers and their
customer support representatives were lost? Some data may have indeterminate value
depending on the viewpoint of the evaluator. What if your bank lost your paycheck? It
would be devastating to you, but fairly insignificant to the bank (except for their credi-
bility, which is a highly valued product). Obviously, you don’t want to spend $100,000
to protect $10,000 worth of data. You do need to consider the liabilities that your
company will incur if you lose data. In today’s world, of course, you must include the
impact data loss will have on the image of your company, since many system outages
are reported via the Web—or the evening news.

Back Up Everything
Compared to other files on a host, operating system files will change very little.

With the exception of patches, the files are very stable, so you may be tempted to save
some backup media space by not backing up system files. However, computer systems
suffer from entropy as well as all other processes in our universe. Therefore you should
back up virtually everything, to be sure that you have captured those changes. (Of
course, you can exclude lock files, temp files, core files, and other unimportant files.)

Backing up everything except what you are positive you will never want is a lot less
risky than using include lists that you create and manage yourself. Such lists must be
manually updated each time you add a new drive or filesystem to your network. If you
don’t remember to do so, or if you make a typographical error when entering a new
disk name, the new drive will never get backed up. This is why it is much better for
your backup system to automatically discover which filesystems and drives it needs to
back up.

While you are backing up your files and databases, don’t forget to back up your
backup software. Many products keep a database, log, or index of the backups they
perform, which makes finding a particular file a much less arduous task. However, the
backup of these indices then becomes the most important one in your system, since
you can’t recover any of your other backups without it. Make sure that recovery of your
backup software indices is the easiest and most tested in your entire environment.

It’s also important to back up your system configuration, including any metadata
associated with your volume manager. On UNIX systems, Veritas’s Logical Volume
Manager, Sun’s Solstice Disk Suite, and AIX’s LVM all have configuration databases
that need to be saved. Windows 2000 and later also uses the Veritas Volume Manager.
These configuration databases are crucial to rebuilding the logical volumes that are
increasingly important in managing the storage attached to your servers. That being
said, it is also a good idea to keep a printout of these configurations so that you can
quickly recreate a damaged system from new disks.
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Organize
The more standard your configurations are, the easier they are to replace. A few sug-

gestions:
■ Keep the system disk on a single device or volume. Spreading the operating

system over multiple disks makes recovery much more difficult. It also helps
if all operating systems are configured similarly—kept at the same patch or
service release level, for example.

■ If possible, keep all system disks the same size. This will make replacement
much easier.

■ Disks that serve the same function should be partitioned the same way. For
example, it helps if you always install databases (e.g., Oracle or SQL Server)
on a separate disk, and those disks are always the same size.

You will also need to keep track of your backup volumes (the media). You need to
be able to find any piece of media reliably and quickly. I’m sure we’ve all seen situa-
tions where small mountains ot tapes were piled in cardboard boxes in an unused cubi-
cle. Don’t let that happen to you:

■ Give each piece of media a unique external identifier label.

■ Use a database to track volumes and locations.

■ Use bar-coded media: many of the newer robotic devices can read these
codes directly.

■ Be consistent in the manner and location in which you store tapes. They
should all be lined up in the same direction, label visible, in a secure but
accessible location.

■ Make sure the storage area is temperature- and humidity-controlled.

Keep online copies of all of your documentation. Your plan is an evolving docu-
ment. The easiest place to maintain this dynamic information is online:

■ Use tools such as SysAudit or sysinfo to save information about each server.

■ Keep both hard and electronic copies of your procedures up to date.

■ Save the information to CD-R or other removable, random-access media.

■ Create a tar file of the information.

■ If you are placing critical information on removable media, include a way
to access the information (e.g., gnutar, WinZip, gzip, Acrobat Reader).

Protect Against Disasters
Protect your documentation as well as your backup media. The authors live in

earthquake-prone California. Many risks are associated with a major earthquake: fire,
building collapse, infrastructure collapse (severed phone and network lines), physical
damage of equipment, loss of electrical power. Ideally, you should make copies of your
backups, storing one duplicate onsite and one offsite. Ideally, offsite storage should be
done every day. How often you actually send tapes offsite should be determined by
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your calculations of acceptable loss. Inany case, you should visit your offsite storage
regularly to check the condition of your media and to spot-check availability of a ran-
dom subset. The offsite storage site needs to be far enough away from your production
site that the two locations would be unlikely to be affected by the same disaster.

Document
Take that old advice, “Get it in writing.” If possible, produce documents in a

portable format such as HTML or PDF. Keep copies distributed on a small subset of
hosts so they will be available, even if multiple systems are damaged. Also keep printed
copies stored both onsite and offsite, in case of a complete disaster.

Test Continually
All the successful backups in the world will avail you nothing if the restore does not

work due to a media error. The only way to ensure functionality is to run test restores
under various conditions. A good test is to hand your documentation over to the
Network Operations Center and see whether they can complete a recovery without
paging you. Another important point to test is whether your tapes can be used in a dif-
ferent drive or robot from the one they were created on. This will require that your
drives and libraries be maintained and cleaning tapes used when required. Finally, test
your disaster recovery plan from end to end on a regular basis—quarterly or semi-
annually.

The What, When, and How
The previous section contained an overview of how to create a disaster recovery

plan. This section goes into more detail about Step 2, “Back Up Everything.”

What to Back Up
What are you going to back up, the entire system or carefully selected filesystems? Is

there data in places other than filesystems (e.g., raw partition databases)?
A system administrator must determine what is important in the environment,

which is a very complicated and subjective evaluation. The HR files may not be impor-
tant to the scientist (until she wants a raise), and the database of equipment may not
be important to the departmental timekeeper, but all the bits and bytes in a computer
system are important to someone. So rule number one is Back everything up!

Envision your worst nightmare disaster. Be pessimistic, along lines like these:
■ The company loses $1 million every hour the computer system is offline.

■ The UPS overheats and starts an electric fire that crisps your central file
server.

■ The backup tapes from the most recent backup were destroyed in the fire.

■ The telephone number for the offsite storage vendor was on a piece of
paper next to the system and is now just a bit of ash on the floor.

This kind of scenario helps indicate all the types of things that need to be backed
up. Make backups of backups. Make backups of documentation. Make backups of
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configuration information. Make backups of the backup logs and catalogs. Have an
alternative method for restores (e.g., a portable standalone tape drive if you are using
tape backups). Make copies of your system configuration information (disk layouts,
volume management, database setups, license keys). Become involved in knowing how
the systems are configured so that you know ahead of time that server X was the main
SQL Server, and how the database information was distributed on the disks.

Are you sure you’re backing up everything? You will often see someone pose a sce-
nario like this on a mailing list:

1.We back up all drives from the list every night.

2.The backups complete without error.

3.The configuration was changed and we decided to check for the last full
backup of drive X.

4.There is no indication that drive X was ever backed up!

All backup products, in some form or another, provide a method for you to specify
what to include for the backup. You can approach this two ways: either tell the backup
software to back up only what is in the include list, or tell it to back up everything
except what is in the exclude list. If you take the latter approach, you will never miss
backing up something when the system changes (e.g., when you add a disk or volume).
If you rely on an include list, you will almost certainly miss something sooner or later.

Many of the freeware and low-end commercial products do not have a way to speci-
fy “Back up everything except what is on the exclude list.” If you use one of these
products, you will have to go to some effort to find out what “everything” is. You may
have to look in the fstab/vstab file in UNIX, or the registry in Windows, to determine
the mounted filesystems. UNIX databases often keep a list (e.g., Oracle’s oratab file) of
what databases live on that server. Windows databases often store such data in the reg-
istry. A savvy system administrator could build a script that would automatically deter-
mine the names of filesystems, drives, and databases that need to be backed up, and
send that list to the backup software product. An example of such a script is included
at the end of this booklet.

When to Back Up
Many backup programs will not read a file another process has open. Therefore, the

time most often chosen for backups is whenever the files are least likely to be accessed
and the network has the least traffic—usually, from 8 p.m. to 8 a.m. With the growth
of the amount of data online, it has become increasingly necessary to be somewhat
selective about how much data to back up each night. With the emergence of global-
ization and the existence of 7x24 operations, iquiescent times are shrinking or disap-
pearing altogether. Advanced technologies—mirroring and snapshots—must be called
into play, as well as a thorough understanding of system usage patterns and the amount
of change from day to day. (The terms above, as well as backup levels, will be covered
more thoroughly in the Definitions and Concepts section.)
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With larger and larger datasets, a full backup every night becomes an unwieldy goal.
For many systems, the amount of data that changes per day can be substantial, result-
ing in very large incremental backups as well. You must strike a balance between how
long it takes to back up data and how long it will take to recover from a disaster. If you
did a full backup every night, you would only have to use last night’s volume to recover
everything. If much of the data doesn’t change very often, though, you will be wasting
large amounts of media. (At $50–$200 for a single high-capacity tape cartridge, the
costs mount quickly.) If you are very frugal and only perform a full backup once a
month, with incremental backups the rest of the time, you will have to invest a good
deal of time recovering a system.

Deciding How to Back Up
The answer to the “how” question will be influenced by several factors. Most of us

work in companies where the bottom line is very important. Thus the financial cost of
building the infrastructure to perform backups will influence how they are performed.
The size and capabilities of the backup system must be proportional to the data it is
backing up. Backing up terabytes onto 4mm DDS-1 cartridges (of 2.4GB capacity)
obviously makes little sense. Neither does backing up a 2GB desktop workstation onto
a 330GB DST cartridge. How about trying to retrieve many gigabytes of data over a
10baseT network, where 10mbps at best would yield approximately 3.6GB per hour
and would fully saturate the network?

There are several approaches to these problems, and new technologies are providing
more choices all of the time. Let’s look at a few.

Automated Media Libraries
The field of automatic backup hardware is playing catch-up to the capacities of stor-

age devices being marketed today. The sizes of disk drives continue to grow and their
cost continues to shrink. Of course, with RAID, JBOD, storage arrays, and SANs, the
amount of data needing backup is staggering. Tape media store anywhere from a few
gigabytes to several hundred gigabytes per volume. The increasingly common need for
terabyte of data storage has spurred the growth of the automated media library indus-
try. These devices can be found with capacities ranging from just a few pieces of media
to several thousands. Many can hold multiple media devices as well as multiple pieces
of media. Most also have a method for tracking each piece of media using bar-code
labeling.

Media, or volumes, are available in several technologies. Many drives have the abili-
ty to compress and uncompress the data stream during write/read operations. For com-
parison’s sake, try to find the uncompressed values for a drive, which will let a wise sys-
tem administrator know the real capacity of the drive. Helical-scan recording devices
pass the tape over read/write heads at an angle (actually, the head is at an angle to the
tape). This technique allows a very tight packing of bits per linear inch on the tape.
Linear drives write data parallel to the edge of the tape in “lanes” from beginning to
end, then end to beginning, and so on.
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Table 1 compares the tape technologies that are available on the market as of this
writing.

Table 1. Tape Technologies
Drive Type Media Type Capacity

Native/
Compressed

Transfer Speed

Native/
Compressed

Load/Unload
Time

Access Time Manufacturers

3570 MP 5/15 2.2/6.6 IBM

8mm (8500) 8mm 5/10 500KB/1MB Exabyte

9840 9840 20/40 10/20 18 StorageTek

9840B 9840 20/40 19/38 18 StorageTek

9940 9940 60/120 10/20 63 StorageTek

ADR 50 ADR50 25/50 2/4 Onstream

AIT-3 8mm(AIT) 100/260 12/30 10 27 Sony

CD CD 600MB
300KB W
900KB R 

HP

DDS-4 DDS-4 20/40 1. 5/3 50
HP, Sony, 
Seagate

DLT 8000 DLT 40/80 6/12 12 60
Quantum,
Tandberg 

DLT1 DLT 40/80 3/6 68
Quantum,
Benchmark 

DST 314 DCR 100–660 20 18–122 Ampex

DTF-2 DTF
60–200/
180–600

24/62
21–71

(1.4GB/s)
Sony

Eliant
(8mm–8700)

8mm 7/14 500KB/1MB Exabyte

JAZ 2GB Jaz cartridge 2 8.7 IOMEGA

LTO Ultrium Ultrium 100/200 15/30 76–115
IBM, HP, 
Seagate

MO 9100MB MO 9.1
6.1 R

|3.1 W
HP, Sony

M2 
(Mammoth 2)

8mm AME 75/150 15/30 17 60 Exabyte

Orb Orb 5.7 17.35 Castlewood

SD-3 3490E 10–50 11 StorageTek

SDLT 220
(Super DLT)

SDLT 110/220 11/22 12 70
Quantum,
Tandberg

SLR 100 SLR, 50/100 5/10 30 58 Tandberg

Travan NS20 Travan 10/20 1/2 Seagate

VXA-1 VXA 33/66 3/6 Ecrix

ZIP 250 (new!) Zip cartridge 250MB 1 IOMEGA
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Gigabit Ethernet
An important consideration for backups of more than one host is the method by

which data travels between hosts. It is often prohibitively expensive to attach a backup
device to each host. Therefore we rely on network connectivity to provide the channel
for the data. This connectivity is either from Ethernet or, increasingly, SANs, as cov-
ered in the next section.

Networking exists today in many forms, but the most widespread implementation is
IEEE 802.3 Ethernet. This can exist on many different physical layers, from coaxial
cable, to twisted-pair copper, to fibre-optic channels. The speeds range from 56Kb/sec
to 1000Mb/sec. (As of this writing, 10 Gigabit Ethernet is just around the corner,
offering 10,000Mb/sec.) Obviously, as the amount of the data to be stored is increased,
the capacity of the channel needs to match. Even at 1000Mb/sec, it will take at least 8
sec. to transmit a gigabyte of information. The transmission of a terabyte of data, then,
is even more intimidating. Since networks are generally a shared resource, the ability to
transmit data is constrained not only by the amount of data, but by the number of
hosts, non-backup network usage, topology, and equipment. However, a dedicated
Gigabit Ethernet network would be more than enough bandwidth to back up many
environments, especially if you use hardware-accelerated NICs. (A hardware-accellerat-
ed NIC offloads the TCP/IP processing from the host CPU and performs it on the
card.)

SANs
Storage Area Networks (SANs) are increasingly popular in today’s large data centers.

A SAN is essentially a separate network over which all storage traffic runs. Generally,
this is not an Ethernet or IP-based network but relies on a separate protocol (Fibre
Channel) that communicates data more efficiently. Storage devices (disk drives, tape
drives, robot libraries, etc.) are placed directly on the network, and all attached hosts
can share the device. Parallel SCSI devices that do not support Fibre Channel may be
attached via a SAN router which is then attached to the SAN. Many newer SCSI
devices and SAN routers have a SCSI-3 command capability known as extended copy.
This allows the initiating host to request direct SCSI-to-SCSI copy without having the
data travel through the host’s SAN interface and CPU.

There are three different topologies to choose from: point-to-point, fibre channel
arbitrated loop (FC-AL), and switched fabric. A point-to-point SAN exists between a
single Fibre Channel device and a host. In arbitrated loop SANs, only one device can
speak at any given time, so they use an arbitration algorithm to determine which
device has the right to use the network. On the other hand, all devices on a fabric SAN
can communicate simultaneously. Fabrics are built using switches. FC-AL SANs are
built using special cabling or Fibre Channel hubs. (SANs will be covered in more detail
later in this booklet.)
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Concepts
The following section explains some important concepts that are often used when

discussing backup and recovery.

Dump Levels
Dump levels are used in many software products ,as well as with native utilities such

as (ufs)dump and NTBACKUP. A level specification allows you to selectively back up
volatile files without making many duplicates of static files. The specification of a level
number directs the backup program or backup software to back up all files that have
changed since the last dump at a lower level. A level 0 signifies a full backup (i.e., all
files are backed up). A level 2 will back up any files changed since the last level 1 or, if
no level 1 occurred, the last level 0 backup. There are important variations on level ter-
minology, so you must read the definition closely to determine the effect of specifying
a level. For example, some software allows backup of new or modified files since the
same or lower level. This means that a week of level 9 dumps will back up the changes
that happen each day.

Grandfather, Father, Son
This scheme uses levels to minimize the number of tapes required to recover a direc-

tory or filesystem to a particular state. It is based on making a level 0 backup at the
beginning (or end) of every month to vault. Every week, a level 0 is taken at the begin-
ning (or end) of the week. Every other day of the week, an incremental backup occurs
(either 1,2,3,4,5 or 9,9,9,9,9, depending on the method). The recovery phase would
take the most recent full backup and then use the incremental tapes to bring the
filesystem forward to the correct point in time. The monthly level 0 is called the
grandfather, the weekly fulls are the father tapes, and the daily incremental backups are
the sons.

For example, to restore to the 3rd Thursday of a month, where the father tapes are
made on Sunday, you would start with the backups made on the Sunday prior to the
3rd Thursday. Then, using the tapes from Monday, Tuesday, Wednesday, and Thursday,
the restore process would successively overwrite any changed files and add in any new
files that were created during the week. As you can see, this involves a considerable
amount of tape handling (though with the proper software and a tape library, the work
becomes fairly trivial).

Towers of Hanoi and Enhanced Towers of Hanoi
Better schema minimize the number of volumes required to restore, yet keep files

backed up on multiple volumes. One of these schema is based on an old mathematical
game called Towers of Hanoi. This game involves moving three rings of increasing size
from one peg to the third peg of a three-peg board. Only one ring can be moved at a
time, and no larger ring can be placed on a smaller ring. A good URL that talks about
the game is http://www.math.toronto.edu/mathnet/games/towers.html. The relation of the
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moves of TOH to the dump levels is not critical. The point is that two series of num-
bers are interleaved to create a series which minimizes the number of tapes to restore
from a full backup and assures that most changed files are backed up on at least two
tapes. Weekly and monthly schedules are shown in Tables 2 and 3

Table 2. One-Dimensional Towers of Hanoi Schedule, Weekly

Table 3. One-Dimensional Towers of Hanoi Schedule, Monthly

In this case, the level 1 backups will capture all files changed since the level 0 on the
first Sunday. Thus to restore to the 3rd Thursday, restore from the level 0, the 2nd level
1, the 3rd level 2 and the 3rd level 4.

Table 4. Two-Dimensional Enhanced Towers of Hanoi Schedule, Monthly

An intriguing alternative is to run a second dimension of incremental levels, as
shown in Table 4, where the second dimension handles the Sunday backups and the
first dimension covers the weekdays. The number of tapes per restore is the same. You
will note that in the monthly schedule (Table 3), the Sunday level 1 backups will con-

Sun. Mon. Tues. Wed. Thurs. Fri. Sat.

0 3 2 5 4 7 6

1 3 2 5 4 7 6

1 3 2 5 4 7 6

1 3 2 5 4 7 6

1 3 2 5 4 7 6

Sun. Mon. Tues. Wed. Thurs. Fri. Sat.

0 3 2 5 4 7 6

Sun. Mon. Tues. Wed. Thurs. Fri. Sat.

0 6 5 8 7 9 8

3 6 5 8 7 9 8

2 6 5 8 7 9 8

4 6 5 8 7 9 8

3 6 5 8 7 9 8
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tinually increase in size, since they each incorporates all the changes since the begin-
ning of the month. The ETOH (Extended Towers of Hanoi) Sunday backup size is
limited to, at most, two weeks’ worth of changes. (See http://etoh.wopr.net/ex.abstract.
html by Vincent Cordrey and Jordan Schwartz.)

Volume Storage Management
The importance of physical security for the backup media cannot be underestimat-

ed. If those volumes are missing or destroyed, you might as well never have backed up
the files. It is not uncommon to find backup volumes piled, stacked, and randomly
distributed throughout a computer room. Disorder like this virtually guarantees that a
volume will be lost or misplaced. Do your best to keep your tapes well organized.

Onsite Storage
There are many products available for media storage. Some have drawers sized to

hold thousands of tapes. Some are fireproof. Remember, though, that fireproof does
not mean heatproof. When a cabinet full of tapes stands near a significant heat source,
the tapes may melt or the tape cartridge may warp.

You will also probably want to limit user-level access to the media. Physical access to
the media opens the door to misuse of the backup tapes, which may contain confiden-
tial information. It also, of course, significantly increases the chances that a particular
piece of media could become damaged.

You should keep a tape inventory detailing the location and usage of each piece of
media, so that you can find the right volume when needed. Use your up-to-date inven-
tory to perform media inspections regularly.

Offsite Storage
Offsite storage can be accomplished in many different ways. You can take your tapes

home. You can store them in a nearby building. You can pay a storage vendor to store
them for you. All of the considerations for onsite storage also apply to offsite storage.
Above and beyond those considerations, you must keep track of how the offsite vendor
stores your tapes. Minimally, if you have good communication and tracking methods,
you will be able to specify to the vendor that you need volume A00533 from rack 12,
shelf 2, slot 22. Ideally, you’d like to give just the volume label, A00533.

Test their security. Will they leave you alone in their vault to perform an inventory?
If so, that means that other customers could be left alone to snoop, steal, or otherwise
access your company’s confidential backup volumes. Make spot checks and ask for
(accompanied) inspections.

Mirrored Root Disk
Many UNIX and Windows operating systems now come with volume management

software that allows you to mirror disks onto additional drives. Sun uses Online Disk
Suite (ODS) and HPUX has Logical Volume Manager (LVM), for example. If the orig-
inal root disk fails, you can continue running with the mirrored copy of the operating
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system. Note that this will work only for disk failures. File corruption will of course be
copied to the mirror, corrupting it too!

Standby Root Disk
With UNIX, you can keep an offline disk available to boot from by manually (using

cron) synchronizing the original with the spare and then rebooting from the spare
when needed. Of course, if there is file corruption (security breach, bad patch, etc.) on
the original, it will be transmitted to the spare and the spare will be just as bad. But by
delaying the copy of data from the primary to the standby disk, you can test new
patches and versions of the operating system on the primary disk while keeping the old
version ready to go on the standby disk. Both of these solutions (mirrored and stand-
by) require an extra disk and extra software, and they are vulnerable to propagation of
corruption.

Bare Metal Recovery
A bare metal recovery means recovering an entire system from scratch. This can be

required because a disaster has occurred (say, the host was destroyed by lightning) or it
can be a planned upgrade or replacement. You will have to restore the operating sys-
tem, as well as the data disks and partitions. If you must rebuild a system from scratch,
it will not be as easy as an operating system reinstall from the original CD. You will
lose all patches, modifications, host-specific information, etc. Thus, it works best to use
an image of the system disk.

There are many paths to choose when deciding on how to create and recover from
this scenario. There is no native bare metal recovery tool for Windows, but there are
many Windows-based bare metal recovery products. There is also a free bare metal
recovery tool called Mondo Rescue that works for both Windows and Linux on Intel
platforms. You can find out more about Mondo Rescue at http://www.microwerks.net/
~hugo/ or http://lists.sourceforge.net/lists/listinfo/mondo-devel/.

Native bare metal recovery tools are available for AIX, HP-UX, Irix, Tru64, and
VMS. Other versions of UNIX will require a third-party tool. A few are available for
Solaris. (Please don’t ask why this popular version of UNIX does not have its own bare
metal tool.)

It is possible to roll your own tool. The following summarizes the steps required for
a generic bare metal recovery plan. Please consult W. Curtis Preston’s UNIX Backup &
Recovery for the details for your version of UNIX.

■ Back up the operating system using a native backup tool, such as dump.

■ Save the partitioning information for your root disk somewhere you can
access it in case of failure.

■ Recover the boot system into single-user mode, either over the network
with a boot server or from CD-ROM.

■ Using the partitioning information saved above, set up a new root disk to
look the same as the old disk and mount it.
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■ Recover the OS to the mounted disk.

■ Place a boot block on the mounted disk (e.g., Solaris uses installboot).

■ Reboot.



There are many, many software choices for backup and recovery. They range from
native utilities such as (ufs)dump and NTBACKUP, to enterprise-level commercial
solutions. In this chapter we will focus on native utilities and scripts for small, con-
trolled environments. After a brief description of these native utilities, we will cover
two popular freeware programs, AMANDA and hostdump.sh.

Native Utilities
These commands are available in most versions of UNIX or Windows. As with any

command, the manual or help page is the first place to look for syntax and usage.

tar
The Tape Archive Utility is included with virtually every flavor of UNIX in exis-

tence today, and it is also available for Windows. The freeware version from GNU,
gnutar, expands the functionality somewhat. For example, gnutar will preserve the
access times of files across creation and extraction from a tar archive. The basic syntax
for tar is:
$ tar [cx]vf device pattern

The options are create or extract, verbose, device filename. Device is the archive to
create or extract from while the pattern is the files to add (extract) to (from) the
archive.

Examples:
Create an archive of the current working directory:

$ tar cvf currdir.tar
Create a tape archive, rewinding the tape upon completion, of /etc:

$ tar cvf /dev/rmt/0 /etc
Tar can be used in pipes to great effect to move groups of files around in the system

across mount points and NFS mounts, and even between hosts with automounting.
Here is an example of recreating /usr/local from one host to another:

$ cd /usr/local
$ tar cvf - . | (cd newhost:/usr/local; tar xvf -)

Of course the verbose option is optional to obviate the listing of all the files as they
are added, then extracted from, the STDOUT/STDIN archive name (-).

One advantage of tar files is that they can be read with most standard Windows
unzipping programs such as WinZip.

2. Survey of Software
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cpio
A powerful utility, cpio (CoPy In/Out) requires careful construction on the com-

mand line to accomplish what tar (mentioned above) and dump (mentioned below)
can achieve with less verbosity. However, cpio can incorporate find-like functionality to
limit the files backed up.

The basic command structure for a backup is:
$ find . –print | cpio –o aBcv > device

and for a restore:
$ cpio –I [Bcv] patterns < device

dd
A more basic utility in the UNIX toolkit is dd. Though simple-minded, this pro-

gram can provide backup and recovery functions but is more useful in retrieving
images from partially damaged media. The basic format of the command is:
$ dd if=device of=device bs=blocksize

The input and output devices are either physical devices such as tapes (/dev/rmt/0c)
or files. If the device to be used is STDIN or STDOUT, it need not be specified. The
blocksize parameter is the amount of data transferred in one I/O operation, specified in
bytes, kilobytes (number followed by a k suffix), or megabytes (number followed by an
m suffix). This option is generally used with tape operations to take into account the
gap between records: a tape written at a particular block size must be read with the
same block size or integer multiples of that size.

A very desirable feature of dd is the ability to do data conversions on the fly: map-
ping from uppercase to lowercase, translating ASCII to EBCDIC, swapping byte order,
etc.

dump/restore
Native to all modern flavors of UNIX are the dump and restore utilities. On Solaris,

they are known as ufsdump and ufsrestore due to their ability to handle the UNIX
(equivalent to Berkeley Fast) Filesystem. These tools form the basis for many home-
grown scripts for backup and recovery and are the general workhorse native utilities for
making backup tapes and recovering files on many small and intermediate sites. For
full details on these commands, use your local man pages. Table 5 shows the dump
commands for various UNIX systems.

Table 5. Dump Commands

Usage:
$ ufsdump – [level][update flag][destination flag] arguments 
directory-to-backup

HPUX Solaris SCO Network
Appliance AIX Linux SGI DGUX

(r)dump Ufsdump xdump dump backup dump Dump
dump and

vdum
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For example:
$ ufsdump –0uf /dev/rmt/0 /home

This will back up /home to the tape, /dev/rmt/0, and update the /etc/dumpdates
file. Of course, the destination file or device can be STDOUT (and ufsrestore can read
from STDIN), making it easy to create pipes:
$ ufsdump –0uf - /home | (cd /newhome; ufsrestore –rf -)

The –r in the restore command says to restore the entire dumped volume, home, to
the destination, newhome.

Please note that the usage of dump varies from operating system to operating sys-
tem; care must be taken to adapt to the local conditions. This is especially important to
bear in mind when using scripts that rely on the native commands to perform backup
and restore.

NTBACKUP/BACKUP
NTBACKUP is the native backup command for Windows NT and 2000. The tool

underwent a significant rewrite with Windows 2000 and is now maintained by VERI-
TAS Software, the makers of Backup Exec and NetBackup. The following description
of this tool’s functionality is taken from its useful help page.

Using Backup, you can:
■ Back up selected files and folders on your hard disk.

■ Restore the backed-up files and folders to your hard disk or any other disk
you can access.

■ Create an Emergency Repair Disk (ERD), which will help you repair sys-
tem files in the event they get corrupted or are accidentally erased.

■ Make a copy of any Remote Storage data and any data stored in mounted
drives.

■ Make a copy of your computer’s System State, which includes such things
as the registry, the boot files, and the system files.

■ Back up services on servers and domain controllers, including such things
as the Active Directory directory service database, the Certificate Services
database, and the File Replication service SYSVOL directory.

■ Schedule regular backups to keep your backed up data up to date.

You can use Backup to back up and restore data on either FAT or NTFS volumes.
However, if you have backed up data from an NTFS volume used in Windows 2000,
it is recommended that you restore the data to an NTFS volume used in Windows
2000, or you could lose data as well as some file and folder features. For example, per-
missions, encrypting filesystem (EFS) settings, disk quota information, mounted drive
information, and Remote Storage information will be lost if you back up data from an
NTFS volume used in Windows 2000 and then restore it to a FAT volume or an
NTFS volume used in Windows NT 4.0.
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Free Software
Very good, freely available backup packages include the Advanced Maryland

Automated Network Disk Archiver (AMANDA) and hostdump.sh. This is by no
means an exhaustive list. We’ll cover AMANDA in depth because it is a mature prod-
uct, free, and relatively powerful compared to home-grown scripts.

AMANDA
AMANDA, developed at the University of Maryland, is probably the most widely

installed free backup utility, with an install base of over 1500 sites. This utility is avail-
able from http://www.amanda.org. Written primarily by James da Silva of the
Department of Computer Science at UM, AMANDA allows you to set up a single
master backup server to backup up multiple hosts to a single backup drive or tape
robot. AMANDA uses native dump and/or gnutar utilities and can back up a large
number of workstations running multiple versions of UNIX. It was one of the first
freeware utilities to address backups of multiple hosts onto a central server.

With the introduction of high-capacity tape drives in the early 1990s and the size of
the largest disk drives at the time (1–2GB), the space on a tape exceeded the storage
size of a typical workstation. This naturally led to the practice of backing up multiple
hosts onto a single tape. Coordinating access and providing tape hardware became pro-
hibitive in effort and cost. Furthermore, gathering the data streams from multiple hosts
over the network to the high-speed tape drive often encountered the bottleneck of net-
work bandwidth.

AMANDA’s solution to this situation is to use a holding disk to gather the data on
the tape server host before streaming the blocks onto the tape. An independent process
drains the data from the holding disk onto the tape device. This allows a holding area
to be kept to a moderate size, since it is being emptied faster than it is being filled.

Scheduling differs from the traditional grandfather-father-son paradigm. A dump
cycle is defined for each area to control the maximum time between full dumps.
AMANDA looks at that information and at statistics of past dump performance in
order to estimate the size of dumps for this run and decide which backup level to do.
This allows the software to balance the dumps per day such that the runtime is roughly
constant from day to day. The effect is that AMANDA will attempt to perform n level
0 dumps of the specified filesystem in each dump cycle, but it is not guaranteed that
those dumps will fall on any particular day.

AMANDA supports multiple configurations on the same tape server. This allows
preset schedules for periodic backups (such as quarterly full backups), as well as normal
daily configurations. Multiple configurations can run in parallel if multiple tape drives
are available.

The configuration of AMANDA determines how effective it is. After proper config-
uration, logs will show the progress, success, or failure of any particular job. Because
this utility is run from a cron job, the invocation is less important than the configura-
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tion, so the following paragraphs will deal with configuration instead of the command
line invocation. A cohesive, in-depth description can be found in W. Curtis Preston’s
UNIX Backup and Recovery. In addition, the AMANDA home page, http://www.
amanda.org, offers links to AMANDA discussion mailing lists.

Tape Server Configuration
The tape server acts as the master controlling host for all AMANDA operations.

AMANDA can be CPU-intensive if it is configured to do server-side compression, and
it is almost always network- and I/O-intensive. It typically does not use much real
memory. It needs direct access to a tape device that supports media with enough capac-
ity to handle the expected load.

To get a rough idea of backup sizes, take total disk usage (not capacity), USAGE,
and divide it by how frequently full dumps will be done, RUNS. Pick an estimated
run-to-run change rate (how much the filesystems are changing), CHANGE. Each
AMANDA run, on average, does a full dump of USAGE/RUNS. Another
USAGES/RUNS*CHANGE is done of areas that got a full dump the previous run.
Further, USAGE/RUNS*CHANGE*2 is done of areas that got a full backup two runs
ago, etc.

For example, with 10 in use, a full dump every seven runs, and estimated run-to-
run changes of 5%:

100GB / 7 = 14.3GB
100GB / 7 * 5% = 00.7GB
100GB / 7 * 5% * 2 = 1.4GB
100GB / 7 * 5% * 3 = 2.1GB
100GB / 7 * 5% * 4 = 2.9GB
100GB / 7 * 5% * 5 = 3.6GB
100GB / 7 * 5% * 6 = 4.3GB

= 29.3GB
If 50% compression is expected, the tape capacity—which can be spread over multi-

ple tapes—needed for each run would be 14.7GB. This estimate could be improved
with greater knowledge of actual usage, but it should be close enough to start with. It
will also yield an estimate of the time required for each run: just divide the capacity by
the tape speed.

The tape device specified must be a non-rewinding type, and it is highly recom-
mended that the tape drive have integrated hardware compression on the drive. The
non-rewinding drive will leave the tape positioned ready to receive the next stream of
data after a particular filesystem is backed up without having to wait for the rewind
and forward spacing to locate the current end of data position on the tape.
Compression on the drive will alleviate the tape host from the CPU intensive task of
compression. Compression only makes sense to implement on clients with low band-
width connections to the tape host. This will minimize the number of bytes that have
to travel over that connection to be staged to the holding disk.
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amanda.conf
The main configuration file—usually /etc/amanda/configurationname/amanda.conf—

contains many tunable parameters which are documented within a sample file in the
distribution. However, some of the concepts could do with a little additional explana-
tion. Here are a few of the more intricate variables to tune and a discussion of their
usage:

dumpcycle: How often to perform full dumps. Short periods make restores easier
because there are fewer incrementals, but they use more tape. Longer periods let
AMANDA spread the load better but may require more steps during a restore. The
amount of data and the capacity of your tape drives also affect the dump cycle. Choose
a period long enough that AMANDA can do a full dump of every area during the
dump cycle and still have room in each run for the partials. Typical dump cycles are
one or two weeks. Remember that the dump cycle is an upper limit on how often full
dumps are done, not a strict value. AMANDA runs them at different frequencies and
at various times during the cycle as it balances the backup load.

This is both a general amanda.conf parameter and a specific parameter set for each
dumptype. The value specified in a dumptype takes precedence over the general
parameter. To handle areas that change significantly between runs and should get a full
dump each time, such as a mail spool or system logs, create a dumptype based on
another dumptype, changing attributes as desired (e.g., client dump program, compres-
sion), and set dumpcycle in the new dumptype to 0:
define log-dump {
comp-user-tar
dumpcycle 0

}
To run full dumps by hand, i.e., outside of AMANDA (perhaps they are too large

for the normal tape capacity or need special processing), create a new dumptype and
set strategy to incronly:
define full-too-big (
comp-user-tar
strategy incronly

}
dumptype: A set of specifications that supersede the global settings for a particular

class of backups. In the two examples above, comp-user-tar is a preexisting dumptype
upon which a further dumptype is specified. The comp-user-tar type will compress
backups of user directories and uses the tar program, rather than a native dump utility,
as the basis of the backup.

runspercycle: The number of times during a cycle that a filesystem or set of files
will be backed up. For example, if the cycle is 7 days and runspercycle is 5, the backups
are performed 5 days out of 7 (i.e., weekdays).

runtapes: Normally, AMANDA uses one tape per run. With a tape changer, the
number of tapes per run may be set higher for extra capacity. AMANDA uses only as
much tape as it needs, but it does not yet do overflow from one tape to another. If it
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hits EOT while writing an image, that tape is unmounted, the next one is loaded, and
the image starts over from the beginning.

tapecycle: How many tapes will be used per cycle. This is either explicit or implied
from the runtapes and runspercycle. To ensure that the current run is not overwriting
the last full dump, one more run should be included. For instance, a dump cycle of
two weeks, with default runs per cycle of 14 (i.e., every day) and default tapes per run
of 1, needs at least 15 tapes (14+1 runs times 1 tape/run). AMANDA allows backup
tapes to be reused.

Holding Disk
The holding disk is one of those great ideas few other products use. It acts as a

buffer to maximize tape throughput when the data is being transported over slow
media such as a network.

Define each holding disk in an amanda.conf holdingdisk section. If you are dedicat-
ing partitions to AMANDA, set the use value to a small negative number, such as
–10MB. This tells AMANDA to use all but that amount of space. If space is shared
with other applications, set the value to the amount AMANDA may use, create the
directory, and set the permissions to allow only the AMANDA user to access it.

Set a chunksize value for each holding disk. Negative numbers cause AMANDA to
write dumps larger than the absolute value directly to tape, bypassing the holding disk.
Positive numbers split dumps in the holding disk into chunks no larger than the
chunksize value. Even though the images are split in the holding disk, they are written
to tape as a single image. At the moment, all chunks for a given image go to the same
holding disk.

Older operating systems that do not support individual files larger than 2GB need a
chunk size just slightly smaller, say 2000MB, so that the holding disk can be used for
large dump images. Systems that support individual files larger than 2GB should be
assigned a very large chunk size, such as 2000GB.

Configure Clients
On the AMANDA tape server, after tapes have been labeled according to the label-

str specifications, pick the first client, often the tape server host itself, and the filesys-
tems or directories to back up. For each area to back up, choose either the vendor
dump program or gnutar. Vendor dump programs tend to be more efficient and do not
disturb files being dumped but usually are not portable between different operating
systems. The free utility gnutar is portable and has some additional features, such as
the ability to exclude patterns of files, but it alters the last access time for every file
backed up and may not be as efficient as the vendor-supplied utility. However, gnutar
may deal with active filesystems better than vendor dump programs, and it is able to
handle very large filesystems by breaking them up by subdirectory.

Choose the type of compression for each area, if any. Consider turning off compres-
sion of critical areas needed to bring a machine back from the dead, in case the decom-
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pression program is not available when you need to do the restore. Client compression
spreads the load over multiple machines and reduces network traffic, but it may not be
appropriate for slow or busy clients. Server compression increases the load on the tape
server machine—possibly by a factor of two or even more, since multiple dumps are
done concurrently.

Pick or alter an existing dumptype in the amanda.conf file that matches the desired
options, or create a new one. Each dumptype should reference the global dumptype,
which is used to set options for all other dumptypes.

Create a file named disklist in the same directory as the amanda.conf file and either
copy the file from the example/disklist or start a new one. Make sure it is readable by
the AMANDA user. Each line in the disklist defines an area to be backed up. The first
field is the hostname (FQDN recommended), the second field is the area to be backed
up on the client, and the third is the dumptype. The area may be entered as a disk
name (sd0a), a device name (/dev/dsk/c0t0d0s0), or a logical name (/usr).

Recovery
AMANDA restores files easily with the amrecover command. However, to get the

full power of amrecover, you must tell AMANDA to retain file indices on its runs. This
is configured through the global dumptype index parameter. This must be set to yes
and the amindexd and amidxtaped services must be installed and enable for inetd on
the tape server machine. The amrecover will run as a root process on the client host to
recover the specified file.

Amrecover starts an interactive program that allows you to browse the files to recov-
er. Amrecover finds the tapes which contain the images, prompts you through mount-
ing them in the proper order, searches the tape for the image, brings it across the net-
work, and pipes it to the appropriate recovery utility on the client.

For full filesystem recovery, the amrestore command is used, such as:
# amrestore –p amanda-tape-name myhostname filesystemname | 
ufsrestore –rf -

This will pipe the tape stream into the ufsrestore program.

hostdump.sh
Hostdump.sh is a plug-and-play script to make a backup on a given host quickly. It

supports up to 20 versions of UNIX. It is available from http://www.storagemountain.
com/hostdump.html.

To use it, simply make sure there’s a volume in the tape drive, then invoke host-
dump.sh with a device name and one or more host names, and it will back up all the
hosts that you list to the device you specify. It automatically determines the names of
all the filesystems, as well as their filesystem types. If it is a filesystem type that sup-
ports dump, it calls the appropriate command. If it is an unknown type or a UNIX
system that does not have a good dump command, then utility will use the cpio com-
mand. It puts two extra tar files on the tape. The first file is a header that lists all the
filesystems on the volume and the commands that were used to back them up. After all
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backups are done, it then rereads the table of contents of each of the backups and
places that information into a second tar file at the end of the volume. Detailed
instructions on how to read the tar file at the end of the volume are also in the header
file on the first partition.

Hostdump Usage
# hostdump.sh level device logfilesystem [system2 … systemx]

To back up less than the entire system, after the system name add the name of the
filesystem you want. If you want to back up more than one filesystem from the same
system, you will need to specify the system name before each filesystem. Issue the fol-
lowing command:
# hostdump.sh level device logfilesystem:/filesys system:/

filesys
where

level: A valid dump level between 0 and 9.
device: A non-rewinding tape device, such as /dev/rmt/0n, or /dev/nrmt0.
(The script will test to see whether the device you specify is actually a no-
rewind device.)
logfile: An absolute pathname to a logfile that will contain STDOUT and
STDERR from script. This pathname should be a name that can be associat-
ed with the tape. You could use something like this:

/backuplogs/apollo.DevRmt0n.Level0.12.13.1996
system1 [system2 … systemx]: A list of one or more systems that you want the
script to back up to the device you listed with the second argument. Every
system you list will be written to the tape, in the order they were listed. The
script will automatically look at each system’s fstab file and create a list of
filesystems to be backed up.
system:/filesys: [system:/filesys]: A list of which filesystems to back up. (If you
want to back up the whole system, use the preceding command and let host-
dump.sh figure it out for you.)
system1 system2 system3:/filesys system4:filesys: You can also mix and match the
options like this. Any systems that are listed without an accompanying filesys-
tem name will receive a full backup. Any systems that have a filesystem listed
after them will have only that filesystem backed up.

Advanced Option 1: Special Case Filesystems
You may want to exclude some filesystems in the fstab file on a regular basis. Or

you may want to back up the /tmp filesystem, which is normally excluded by host-
dump.sh. hostdump.sh can handle both of these special cases. If you want to exclude
filesystems that would normally be included, you put that filesystem’s name in a file
called fstab.exclude on the system from which you want to exclude it. (For “fstab” you
need to substitute whatever your version of UNIX calls the fstab file. For example, you
would use /etc/vfstab.exclude on Solaris.) To include filesystems that are not in the
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fstab file or are normally excluded by hostdump.sh, put that filesystem’s name in a file
called fstab.include on the system in which you want to include it.

For example, assume that on a Solaris system called apollo, you want to exclude the
/home filesystem. Normally it would get backed up, since it is in /etc/vfstab. Suppose
you do want to include the /tmp filesystem. You would create two files on apollo.

One would be called /etc/vfstab.exclude, and it would contain the entry:
/home

The second file would be called /etc/vfstab.include, and it would contain the entry:
/tmp

Advanced Option 2: Systems Bigger Than a Tape
hostdump.sh, like the dump and restore commands, was not originally designed

with today’s systems in mind. The script was first written to back up Ultrix systems,
the largest of which was 7GB, to 8mm compressed drives (the smallest of which was
10GB). The original author never envisioned a system where the disk was bigger than a
tape. Then hostdump.sh met HPs that shipped with 20GB of disk and one 6GB DDS
tape drive! Something had to be done.

This is where backup philosophy enters again. Please remember the essential ele-
ments of a good backup:

■ Automation (should not require you to swap tapes in the middle of the
night)

■ Intelligence (should figure out for itself what to back up—include lists bad!)

■ Comprehensiveness (don’t forget anything!)

The easiest way to solve the problem would have been to scrap the original idea of
looking at the fstab and just give the utility a list of filesystems to back up. Essentially,
that’s what’s been done, but with a twist. Try this:

■ Use hostdump.sh in the regular manner, excluding enough filesystems in
fstab.exclude so that what is left will fit on one tape.

■ Use the advanced option to include the excluded filesystems onto another
tape or tapes.

Why is it important to use this method? It goes back to the second essential element
of a good backup: intelligence. Say, for example, that you have two include lists. You
tell hostdump.sh to back up /, /usr, /var, /opt, and /home1 on one tape, and /home2
and /home3 on another. What happens when you add /home4? Unless someone or
something tells the backup program about it, it will never get backed up. You’ll never
know there’s a problem, either, until someone asks you to restore
/home4/yourboss/really-important-presentation-to-the-board-of-directors.doc. So,
whether you are using hostdump.sh or not, you need to find a way to back up the
entire system onto one tape by excluding certain filesystems, then back up the excluded
filesystems onto another tape. That way, when you add /home4, it will automatically
be included on the first tape. The worst that could happen would be that the new
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/home4 would overflow your first tape (which you will know immediately, because you
monitor your backups, right?), and you would have to add it manually to the second
tape and exclude it from the first.

To use this option, run hostdump.sh a second or third time, specifying the filesys-
tems that were excluded in fstab.exclude. It is easiest to explain this option with an
example. In this example, elvis is the name of the Solaris system you want to back up.
You are using hostdump.sh for the first time, and you know that a full backup will fit
onto three tapes. You have divided up the filesystems equally in the following manner:

tape 1: OS filesystems (/, /usr, /var, /opt, etc.), /home1
tape 2: /home2, /home3, /home4
tape 3: /home5, /home6
First, back up the whole system, excluding /home2–6, on the first tape by creating a

file on elvis called /etc/vfstab.exclude that contains the following lines:
/home2
/home3
/home4
/home5
/home6

Run this command every night:
# hostdump.sh level device1 blocking-factor logfile1 elvis

This will back up the entire system, excluding what is in /etc/vfstab.exclude.
Second, back up the other filesystems on other tapes. Run these two commands

every night:
# hostdump.sh level device2 blocking-factor logfile2 elvis:/

home1 elvis:/home2 elvis:/home3 elvis:/home4
# hostdump.sh level device3 blocking-factor logfile3 elvis:/

home5 elvis:/home6

Backup Software Summary
Commercial packages have much greater capabilities than the freeware and native

utilities. They scale better, have better performance tracking and reporting utilities, and
support a broader range of configurations (O/S, tape libraries, network configurations,
SANs, etc.). Of course, you pay for what you get. Usually each option requires pur-
chasing an extra-cost license and limits the number of hosts per license (more hosts =
more cost). Native utilities, though, exist on every flavor of UNIX and Windows and
operate in similar fashion. Freeware utilities bridge the gap between the costly commer-
cial solution and the arcane UNIX and Windows commands. A good survey of the
commercial offerings can be found at http://www.storagemountain.com.



Performing regular database backups is one of the hardest tasks on the plate of
today’s system administrator, because databases tend to be far larger and more complex
than other files. In order to properly back up a database, you need to:

■ Understand the internal structure of your database.

■ Understand the available utilities.

■ Have an excellent working relationship between system administrators and
database administrators.

Once you’ve accomplished all of that, you’ll need to choose among your various
options:

■ Buy an expensive commercial utility.

■ Find or write your own utility.

■ Perform cold backups without a utility.

Almost anyone who reads this list will find at least one of these steps daunting.
Many people work with databases that operate 24 hours a day, 7 days a week. They
can’t shut them down for hours at a time to back them up. Even if they could, if a
database uses raw devices it can’t be backed up with a regular dump. Of course dd
would work, but that would mean doing one thing for filesystems and a different thing
for databases. A common theme throughout this book is that Different is Bad. Every
special case is a chance for failure. It’s something else you have to code for, something
else you have to watch, something else that could break. The bottom line: database
backups are not easy.

Part of the problem is the design of the database engine itself. Historically, the need
for bigger storage and faster queries drove the design of a product much more than its
ability to back itself up. (This goes for filesystems too. Most UNIX vendors have added
support for a multiple-terabyte filesystem that break the 2GB file-size barrier, but at
least one man page for dump says “WARNING: dump will not back up a filesystem
containing large files.”) Over the last few years, databases have gone from a gigabyte or
so to an average size that is daily growing closer to a terabyte. This growth in size and
performance happened because the customer base screamed for it. Unfortunately, they
weren’t simultaneously screaming for a backup utility to support those huge databases.

3. Database Backup & Recovery
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Can It Be Done?
Think about database backups from a big-picture perspective, comparing them to

filesystem backups. There are a number of good backup utilities on the market now.
Why aren’t there just as many for database backups? The demand certainly exists.

One reason for the paucity is the complexity of the task. In order to release a data-
base backup product, a company would need to take into account several factors:

Multiple moving targets
How do you get a database to hold still? Have you ever tried to take a pic-
ture of 100 people? Designing a backup utility for a database is very hard,
since you have to “take a picture” of hundreds of files at once.

Interrelationships among the files
A database backup program needs to understand all the database elements
and how they relate.

Working with the database engine
This is essential. If the database understands that you are running a backup,
it can help you. If you don’t interface with the database, you’ll be backing
up blind.

The size of the job
How do you get one terabyte of data to a backup drive in one hour? That’s
what some backups require! The only answer is a multi-threaded backup
program.

Recoverability versus cost
You need all of the preceding, but you don’t want to mortgage your busi-
ness to get it.

Differing levels of automation
Different customers want different levels of automation. Some want every-
thing managed by the library, and others would rather do it themselves.

With these kinds of requirements, is there any hope of getting commercial utilities
that are up to the challenge? The answer is “Yes!” Database companies have finally rec-
ognized that backup utilities do have an effect on the overall sales of a database engine.
They have finally started producing good utilities that interface with other commercial
backup products. Vendors have even taken the lead in making sure that customers use
a utility that works properly for both backup and restore. Now that there are decent
backup utilities, though, you have another problem—confusion.

What’s the Big Deal?
Why are we hearing so much about database backups all of a sudden? Why are they

so hard? Why don’t utilities currently exist to do all this? Can’t I just shut down the
database and back up the whole system? These are all questions that may be going
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through your head. If you already know the answers, feel free to skip to the next sec-
tion.

Why are we hearing so much about database backups all of a sudden?
The demand for Relational Database Management Systems (RDBMSes) has
grown exponentially in the last few years. Not only are there more databas-
es, they are faster, larger, and more complex than ever before. Companies
are relying increasingly on bigger and bigger databases to store their infor-
mation—information that, if lost, could never be replaced. Customers have
started to recognize the importance of safeguarding their data, and the
demand for better backup and recovery utilities has followed. Database
companies and backup product companies have finally responded with util-
ities that are up to the task.

Why is backing up a database so hard?
Actually, backing up a database isn’t that hard. It’s restoring the database
that has caused many people to go insane! Seriously, though, the reason it is
so difficult is that you need both a good system administrator and a good
database administrator in order to design a workable backup plan. Most
people know only one side well. If you or your people know both sides,
then consider yourself very lucky. In some companies, it’s tough to get the
two sides to work together.

Why aren’t utilities already available to do all this?
Backups aren’t sexy. Historically, customers have asked for faster databases
or easier-to-program databases. Whether a good backup utility existed was
not even considered until well after a product was purchased, installed, and,
quite often, in production. Many times it took a disaster to get some people
to realize that backup and recovery are essential for any database system.
This has finally changed. Maybe customers finally realized that they needed
to ask about backup and recovery when they were evaluating a database
product. Maybe the database companies’ support departments beat up the
developers because they were spending all their time on down system calls.
(Hell hath no fury like a customer who has suffered data loss that could
have been prevented by a better backup utility.)
One of the most important features customers needed was the ability to
integrate their database backups into their commercial backup utility.
Remember, though, that these products haven’t been on the market for
long. Until a few years ago, if you asked your database vendor if its database
worked with product X, they were likely to say, “What is that and why
should it?” It’s not clear who broke the barrier first, but all three big ven-
dors did the same thing within a year or two of one another—they cooper-
ated with commercial backup companies to develop and release their own
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utility that was designed specifically to work with third-party backup prod-
ucts.

Can’t I just shut down the database and back up the whole system?
In a small numbers of cases, yes. However, a number of considerations
might prevent you from doing this, including your database platform,
whether you are using raw or filesystem files, and whether you need point-
in-time recovery. Those details are covered in appropriate chapters in W.
Curtis Preston’s UNIX Backup & Recovery.

What Can Happen to an RDBMS?
A lot can happen to interfere with the normal operation of a database. What you

need to do to get the database running again will depend on what broke it. Some
problems you may encounter:

Device ownership change
Someone can accidentally change the ownership of the raw devices or files
the database is using as datafiles. Since the database can no longer write to
the files, it will cease to function. You will need to return the device to its
proper ownership and, possibly, restore data.

Device permissions change
This is similar to an ownership change, since the database engine can no
longer write to the file. The fix is the same as that for ownership change.

Device symbolic link removed
In UNIX, you are well advised not to use the actual raw device when set-
ting up a database. You should make a symbolic link to a name that makes
sense (e.g., ln -s / dev/rdsk/c0t0d0s0 /dev/informix/chunk1). This allows
much greater flexibility if that device goes bad. However, you need to docu-
ment what device the database is pointing to, so that you can remake the
link if someone deletes it. (You can also restore this information from back-
up, but it is much faster just to remake it, if you know what to link it to.)

Disk goes bad
The only real protections against a bad disk are mirroring and backups.

Controller goes bad
If you are mirroring some of your devices, you should set up the mirroring
so that a device on one SCSI controller is mirrored to a device on another
SCSI controller. This ensures that if a SCSI controller does go bad it won’t
take out both mirrors at once.

Database raw device assigned as a swap or filesystem
This one’s a bad one. Proper documentation helps a lot. It also helps if your
administrators are trained to look at the ownership of a device before they
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use it. If it is owned by someone other than root, they should never use it.
To recover from this error, you need to undo the change and restore from
backup.

Another application uses the raw device as a mirror
This is similar to the preceding scenario; an administrator tries to use one
of the database disks for something other than the database. Again, you will
have to undo the change and restore from backup.

Backing Up an RDBMS
Protecting an RDBMS is very complex. There are several storage elements, includ-

ing datafiles, rollback logs, transaction logs, and the master database. How do you get
all of the data to a secondary storage medium if it’s constantly changing?

Physical and Logical Backups
There are two primary methods of backing up an RDBMS: physical backups and

logical backups. A physical, or database, backup physically backs up the data files.
Physical backups may be cold or hot. In a cold backup, the database shuts down for the
duration of the backup. This is often the simplest method., If your database’s data files
reside in the filesystem, with the database shut down you can run your normal filesys-
tem backup utility. Unfortunately, this method may require your database to be shut
down for a long time. That is why more and more environments are performing hot
backups, done while the database is online. This method, of course, takes a lot more
work behind the scenes, since you are trying to copy the data files while the database is
writing to them. You need a backup utility that understands the internal structure of
the database. The purpose of this utility is to log the changes to a particular datafile
while it is being copied to the backup media, yielding a consistent backup image.

A logical backup copies, or exports, data objects (usually tables) but does not record
data locations. A logical backup can be used to restore a deleted table without having
to restore all of the datafiles in which it resides. It can also be used to move a table
from one database to another. Since a logical backup backs up only the data and not its
locations, data can be restored into any location. Logical backups, however, do not
have the ability to do a point-in-time recovery. Moreover, they can introduce referential
integrity problems, since you could load a table that requires information from another
table that is not present. The biggest problem with exports, though, is that they almost
always need to be done with the database offline.

Physical backups may be performed in any of several ways:
■ If you are using Oracle or Sybase, and your datafiles are cooked files, you

can simply shut down the database and do a full system backup. Since all
the information exists as regular filesystem files, you will get everything
backed up. You could restore the entire database from such a backup, so
long as you remembered to replay the transaction logs against the old data-
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base files. This step is why you cannot do a cold backup with Informix;
Informix has no way of replaying the transaction logs without restoring
from a backup that was made with its backup utility.

■ If you are using Oracle or Sybase, and your datafiles are raw partitions, you
still can shut down the database and back them up if you have a utility or
script to do so. For example, in UNIX you would use dd. This is quite a bit
more complex than the first method, though, because you need to know
which devices to run dd against.

■ Another method is to back up the database live to disk or tape, using a util-
ity provided for that purpose. Informix provides the ontape utility and
Sybase provides the dump utility. Oracle does not have such a utility, but it
does let you write your own. (Oracle’s alter databasebegin/end backup com-
mands allow you to back up an Oracle database in a number of ways.) This
provides a lot of flexibility. If you’re not really good at scripting, you can use
the public-domain utility oraback.sh, available at http://www.storagemoun-
tain.com.

■ The newest method of backing up databases is to use a utility that sends
one or more streams of data to a commercial storage manager (i.e., backup
software). This is the cleanest method if you can afford it (it costs several
thousand dollars per system). Each of the three major database vendors pro-
vides such a utility: Informix provides Online Backup and Recovery
(onbar), Sybase provides dump, Oracle7 provides the Enterprise Backup
Utility (EBU), and Oracle8 provides Recovery Manager (rman).1

■ A few commercial tools provide yet another kind of functionality. Wrapping
around some of the native utilities, they let you send a data stream to com-
mercial backup products, some of which offer interfaces to these utilities.
The most popular of these utilities is SQL Backtrack, which is now sold by
BMC Software. Still other options include interfaces to products that do
not use the newer interfaces. For example, many vendors prefer not to use
Oracle’s EBU and have written commercial interfaces that use the same
native commands as oraback.sh. The vendors claim more reliability and/or
faster performance. The validity of backup and recovery programs that do
not use the vendor-supplied API is left as a decision for the reader.

Performing a logical backup is actually much simpler than doing a physical backup.
Each of the databases comes with an export utility that creates a logical backup of one
or more database objects to a file. Some of the commercial utilities allow you to inte-
grate both logical and physical backups into your backup system.

1. Oracle8 also comes bundled with a stripped-down version of Legato NetWorker, which can be used in
conjuction with rman to back up to disk. However, this does not replicate the functionality of Informix’s
ontape or Sybase’s Backup Server, both of which can back up directly to a tape or disk file without the inter-
vention of a third-party product.
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Get Every Instance
Earlier in this book, we talked about how your backup programs should be written

in such a way that everything in your system is automatically discovered and backed
up. Adding a filesystem should not require you to edit your backup scripts. This goes
double for databases, which tend to be added and deleted much more frequently than
filesystems.

You need some way to ensure that every database instance on every server is being
backed up. The free utility hostdump.sh, discussed earlier, backs up all the filesystems
on the box by looking at the fstab file, which lists all filesystems. Wouldn’t it be nice if
you had such a file for databases? Oracle and Sybase already do. Sybase has the inter-
faces file, which lists every server on each system. If an instance is not listed in this file,
users cannot connect to it. Oracle offers the oratab file, which accomplishes the same
task, but its use is not mandatory, as Sybase’s interfaces file is. Some sites don’t use the
oratab file because they have only one instance. The best way to enforce the use of the
oratab file is to write startup scripts which start up only the databases in oratab.

Informix has no file that stores all of the Informix instances on a server. This is dis-
appointing, since many companies run more than one instance of Informix. The good
news is that you can make your own inftab file, which looks a lot like the oratab file
and accomplishes the same thing. Again, the way to enforce its use is to write startup
programs which start up only the instances in inftab.

Since the files described here are not always used and yet should be, we would like
to emphasize what we just said: you really need a centralized file that lists all the
instances on the server. You should use that file to determine what instances on a given
server need to be backed up. Sybase already has the interfaces file and enforces its use.
Oracle has the oratab file, but its use is optional. You can create an inftab file for
Informix, but its use also would be optional. Enforce the use of the oratab and inftab
files by writing startup scripts which start up only the instances listed in those files.2 A
wayward (or busy) database administrator could create an instance and even get it run-
ning without putting it in this file. But if you reboot the box enough times, she will be
sure to put it in the startup file eventually, so that she doesn’t have to start it manually
every time!

Transaction Log Dumps Are Not Incremental Backups
This important topic is often misunderstood. The confusion stems from the Sybase

documentation, which often refers to a transaction log dump as an incremental back-
up. They are not the same thing!

What is the difference between the two? An incremental backup is a special backup
that contains only the changed pages (blocks) since the last higher-level backup. A
transaction log dump is a backup of all the transactions that have occurred since the last
transaction log dump. They may sound similar, but they’re not. The latter is much
more difficult to manage and much slower to read.

2. Often all that’s needed is a slight modification of the default startup scripts that come with the data-
base.
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Perhaps the best way to illustrate this would be to discuss Informix’s ontape pro-
gram, which can do both incremental and transaction log backups. Suppose you creat-
ed a level-0 (full) backup on Friday. During the week, you did not perform any full
backups but ran only continuous (transaction log) backups. Now suppose that it is
Thursday and you need to restore your database. You would have your full backup
from Friday and your continuous (transaction log) backups from each day. To restore,
you would need to read your full backup and then read each of the continuous backup
volumes in order. Assuming you made one backup volume per day, you would need
seven volumes.

Now assume the same scenario, except that you also ran an incremental level-1
backup every night. If you needed to restore the database on Thursday, you would
need the full backup from Friday, the latest incremental backup volume (i.e.,
Wednesday’s), and the continuous backup volume for Thursday—three volumes
instead of seven, because the latest level-1 incremental backup contains all changes
since the level-0 backup.

Besides the difference in complexity, reading an incremental backup is also much
quicker than reading a transaction log backup—ask anyone who has rolled through
several days’ worth of transaction logs. In one benchmark that one of us performed,
reading two weeks of transaction logs took 36 hours. Reading an incremental backup
covering the same time period took only one hour. Why? A given page may be changed
several times within a short period, so replaying the transaction log changes it several
times. Loading a true incremental backup changes it only once, to its most recent
value.

Sybase’s Backup Server, Microsoft’s SQL Server & Exchange, and Oracle7’s EBU
have no concept of this type of incremental backup. Informix’s ontape and onbar do,
and Oracle8’s rman does have some incremental backup capability.

Do-It-Yourself: Creating Your Own Backup Utility
You don’t have to use a high-priced commercial utility to back up your databases.

They certainly can make your backups more automated or centrally controlled, but
since most of them run $3,000–$8,000 per system, many people are using homegrown
systems.

Intermediary Disk
This is one of the most popular ways to do homegrown database backups. It’s fast,

clean, and easy. The basic idea is to use a script which backs up the database to disk.
That backup is then treated as a regular file by the nightly filesystem backup. You can
reduce the amount of disk space needed by compressing the backed-up file. If you’re
really pressed for space, and you’re running UNIX, you can use named pipes to com-
press the backup as it’s being written. In that case, you need a backup disk that is only
one-third to one-half the size of your original database disk (depending on the com-
pression rate you get). Unless you have a very large database, this will probably be
cheaper than buying a commercial utility to perform this task. Each of the vendor-spe-
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cific database backup chapters in UNIX Backup & Recovery contains a script you can
use to do this.

Dedicated Backup Drive
Somewhat more complicated homegrown backup scripts can back up to a dedicated

drive. Depending on the size of your database, this may be more or less expensive than
backing up to disk, but it will definitely be slower. It is also more complex, since you
must keep track of each volume and label it in such a way that you know which data-
base was backed up to it. (If you back up to disk, this can be done by giving the back-
up file the same name as the database.)

Shell Scripts
We assume that you are doing the preceding backups with some sort of shell script.

Shell scripts are much better than having a simple cron or at entry which says, “Back
up database A to device B.” Shell scripts can do lots of error checking and can be told
to perform such actions as notifying the database administrator if they encounter a
problem.

Calling a Professional
This is one of the biggest growth markets in the backup product industry. Most

commercial filesystem backup products now have interfaces to back up your database
automatically to volumes that are managed by their product. It’s really beautiful, but it
does come at a price! Some of these products also have an interface to a third-party
program (e.g., SQL Backtrack) that accomplishes the same task.

The Big Three
Each of the three biggest UNIX database vendors, Informix, Oracle, and Sybase, has

a backup utility that can interface with commercial backup products, also referred to as
storage managers. On a high level, these backup utilities all work in essentially the same
way. The database vendor’s utility generates one or more backup streams via an API to
which storage managers can talk. The companies that produce the storage managers
can then write a utility that interfaces between their storage manager and the database
backup utility’s API. Remember, though, that the database backup utilities come bun-
dled with the database products, but the commercial backup products’ utilities cost
several thousand dollars each.

Of the three main database vendors, only Sybase offers a backup utility that can
perform backups without interfacing with a commercial storage manager. Oracle’s
rman and Informix’s onbar both have advanced capabilities, but without a storage
manager the tools are essentially useless. Since Oracle and Informix didn’t want to force
their customers to buy a storage manager or the interface to their backup utility, they
came up with a compromise. Both of these vendors now bundle a free, stripped-down
version of Legato NetWorker and its Business Suite Module with their product. This
OEM version of NetWorker has significantly less functionality than the full-featured
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version, but it allows you to use rman and onbar to do backups. Oracle uses rman to
interface between the database and the storage manager. NetWorker communicates
with the backup media and its own Business Suite Module, and the Business Suite
module interfaces between NetWorker and rman. The backup data flows from the
Oracle database, through rman, through the Business Suite Module, through
NetWorker, to the backup media. Restores, obviously, flow in the opposite direction.

Each of the three big databases’s utilities has its own backup and recovery history.

Informix
Informix has always been the easiest database to back up and recover, using ontape

(formerly called tbtape), a standalone backup command designed to back up to tape.
ontape is simple, has incremental capabilities, can back up to disk as well as to tape,
and backs up the database live. Some of these features, which were always assumed by
Informix users to be present in other database systems, are only now appearing in other
products. Informix now also offers onbar, which is designed specifically to send a
stream of backup data to a commercial product. Some backup vendors have ported to
the earlier ontape command, while others waited for onbar. Whichever command you
use, you can recover individual dbspaces.

Oracle
Historically, Oracle did not have a true backup utility, but it did have commands

that allowed you to write your own—even allowing you to do live backups. Now
Oracle7 comes bundled with the Enterprise Backup Utility, EBU, and Oracle8 has
Recovery Manager, rman. Both are designed to send streams of backup data to a com-
mercial backup utility. Both require a storage manager, but Oracle8 now comes bun-
dled with a stripped-down storage manager. Some storage manager vendors have stayed
away from EBU and rman interfaces, citing reasons such as performance or flexibility.
BMC’s SQL Backtrack is probably the best known of the commercial products. SQL
Backtrack can do a true incremental backup, as discussed earlier. (The ability to do
incremental backups is now provided by Oracle8’s rman, but as of this writing there
are still hundreds of thousands of Oracle7 databases out there. The only way to do a
true incremental backup of an Oracle7 database is to use a product such as SQL
Backtrack.) Whichever utility you use, you can recover individual files or tablespaces.

Sybase
Sybase has come a long way in the backup arena but it still has a long way to go.

The dump command used to be very slow, severely impacting database performance,
but that problem was fixed in System 10. The fix was done by separating the dump
processes from the database engine and creating the Backup Server. The Backup Server
also now has a nice ability to stream data to multiple backup devices simultaneously;
its main problem now is that it is an all-or-nothing utility. You cannot recover an indi-
vidual dataspace or device; you must restore the entire database or nothing at all. This
means that if you have a 500GB Sybase database and you lose one 4GB disk, you have
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to restore the entire 500GB. (It was this lack of functionality that created the market
for BMC’s SQL Backtrack.)

Restoring an RDBMS
The process of restoring an RDBMS varies according to the backup method you

used, of course. How you proceed to restore is based on the status of your nondata and
data disks and whether you are able to do partial restores online.

Loss of Any Nondata Disk
A “data” disk is defined as any disk that contains a database object. If you keep your

database objects intact, you don’t need to restore the database, you just have to restore
missing parts that make it work! This can range from a restore of a single database
setup file to a complete restore of everything on another system.

Executables
Your database can’t work if its executables aren’t there. This part of the recovery is

much simpler if you have all your executables located in a special filesystem.

Setup files
In a pinch, you can restore the executables by copying them from a known good

system, but that won’t work for your database setup files. Each instance often has an
initialization file that sets up certain variables such as the instance name and the loca-
tion of the master database. These setup files can usually be recreated if you have logs
that tell you how you made them the first time, but it is probably easier to recover
them from backup.

Customized OS files
Databases often require you to edit system configuration files such as /etc/system.

Changes to these files might include customizing shared memory or changing the TCP
port over which software will communicate. If you are restoring onto a brand-new
install or onto another system, those changes will need to be repeated, and often
changes to your OS files are forgotten or poorly documented. Unless you prepared for
this situation, it’s probably easier just to follow the installation instructions for a stan-
dard installation. If you’re reading this in advance of such an outage, however, now is
the time to document all changes to config files. If you know what files are typically
changed, you can even write a program that automatically documents them for you.

License setup files
Database products have not typically used heavy licensing enforcement systems, but

this will probably change over time. If yours does use such a system (e.g., FlexLM), you
need to restore those files before your database will function.
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Loss of a Data Disk
The complexity and difficulty of your restore can vary greatly depending on which

data disk you lost and how well you prepared for such a loss.

Master database
The complete loss of a Sybase Informix rootdbs, or Oracle control file is very diffi-

cult to recover from—so much so that you need to ensure that it never happens. (You’ll
be sorry if you don’t!) Mirror your Sybase master database. Mirror your Informix root
dbspace. Mirror your Oracle control files. Just do it. Even if you can’t afford enough
disk to mirror anything else, mirror this. It doesn’t take up that much extra disk space,
and the time and frustration you will save yourself are immense. This is the easiest way
to save huge amounts of time in a major restore.

Other databases
Unless you are using Oracle (which has a one-to-one database-to-instance relation-

ship), you may have multiple databases within an instance. If you lose only one device
within a database (other than the master database), recovering is not too bad. You can
probably leave the rest of the instance and any other databases online while you are
doing the restore. The best preparation you can make for restoring single databases is
to document where they are and what devices they consist of.

Backups
One of the most popular methods of backing up a database is to save it to disk and

then allow the filesystem backup program to put it onto a backup volume. This
method is very efficient, but it does have one drawback. Suppose you lose a data disk
and the disk on which you store the backups. You must first restore the disk backup
file from the backup volume, then restore the database from the disk file. If this two-
step procedure is required, it will take longer than recovering straight from a backup
volume.

Transaction log backups
When you lose your transaction logs—from dump tran in Sybase, ontape -c in

Informix, or the archived redo logs in Oracle—you will need to restore all that were
made since the last full or incremental database backup. Before you start a large restore,
check the time that the last database backup was made, so that you can restore only the
transaction log backups after that date. If you don’t, you may find yourself restoring
ones you don’t actually need.

If you do database backups infrequently, you may need quite a few
transaction log backups to complete the restore. While restoring them,
you must be careful that you have enough space free. You may have to
restore them into an alternate location or compress them. You can then
move or uncompress them a few at a time as the restore program asks
for them.
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Online transaction logs
This is where you can suffer data loss. Even if you have a good backup and all the

transaction logs since the last backup, you can be in trouble if you lose the data with
the online logs in it. This would be the disk with Informix’s logical log or Oracle’s
online redologs. (Sybase stores the online transaction log in the master database.) One
way to prevent this tragedy is to mirror the log.

Online Partial Restores
Some databases allow you to bring part of the database online while leaving one

dataspace or datafile offline. This partial availability may allow you more time to com-
plete a difficult restore or reduce the overall impact to your user community. This is
especially true if the portion of the database that you are restoring contains a table that
is not accessed frequently. Before beginning such a restore, though, consider these fac-
tors:

Interdependency of data within the database
A table containing data that is accessed infrequently may be a perfect candi-
date for a partial restore. You also might consider such a restore if the rest of
the database can function normally (or in a slightly diminished capacity)
without the table. However, suppose the database is the sales database, and
the table contains all of the actual sales transactions. The rest of the data-
base is fine (e.g., names, phone numbers, addresses). Without the table of
transaction data, though, the database is useless. Since doing a partial
restore increases the overall restore time, a partial restore would be a bad
idea in this case.

Physical relationship between tables and dataspaces
Most database backup products do not allow you to restore on the table
level. They sometimes allow you to restore on the dataspace level, however.
Suppose you have lost one disk. You need to recover the dataspace this disk
resides in, right? Suppose you have a partitioned table which resides in mul-
tiple dataspaces. That would mean that the entire table would be unavail-
able. If that table is not needed for normal operation, as described before,
you might consider a partial restore. Again, however, remember that a par-
tial restore increases your overall restore time.

Time requirement for a complete restore
Some environments don’t want to hear about partially functioning databas-
es. “Tell us when it’s up. Don’t say it’s almost up or partially up, just tell us
when you’re done!” These environments are more concerned with overall
downtime and should be treated accordingly. You need to restore the data-
base in the fastest way possible. That probably would be to shut down the
database and restore the affected dataspace.
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Documentation and Testing
Restoring an RDBMS will probably be the most complex procedure you will ever

undertake, and usually you have to do it under intense time pressure. The users want
the database up now and don’t really care that you’ve never done this before. You need
to document and test your database backup procedures often to make sure that they
work. The following guidelines may help:

■ Set up a standalone machine with no other databases on it. It doesn’t have
to be large or even dedicated to this purpose, but it would be good if you
could reinstall the OS as a test. When you buy a new machine, before you
put it to work for real, try doing some test database restores on it.

■ When you test your restores, test the worst-case scenario. Make sure that
you know how to install the product onto a new system and that you know
all of the files you need to edit to make it work. This is why you should be
doing this on a virgin operating system: you will be forced to edit /etc/sys-
tem, for example, instead of forgetting it without penalty because it’s
already been edited.

■ You could set up a test instance and then back up and restore that.
However, it would be better to take a normal database backup from one of
your production systems and try to restore it to the test system.

■ Provide detailed enough documentation that anyone with good sysadmin or
database admin skills could follow it. If possible, do not have the person
who wrote the procedure perform the test. This is the perfect task for a con-
sultant: see whether people who know what they are doing but don’t know
your environment can follow the procedure.

■ Have all your database administrators participate, whether they’ve got time
or not! The worst thing that can happen is that one or two people know
how to restore the databases. Then when a database crashes, one of them is
sick and the other one just quit or is on vacation in the Bahamas. (One of
us once saw a restore go on for hours because the database administrator
didn’t know he had to press Return! He called, saying, “Man, this thing is
taking forever!”) Make sure every database administrator knows how to
restore your databases!



We’ve now looked at the reasons for backup, what needs to be backed up, and some
of the software tools to perform the tasks. Now we must determine where to place all
this backup information. Storage is the heart of the matter here, and our selections are
numerous. We can back up to ever less expensive disk devices, optical platters, or mag-
netic tape of various flavors, and we can use robotic automation to handle the media
for us. You can find a table comparing many of these technologies at http://www.
storagemountain.com.

Disks

Single Disks
Disk devices are now running a penny or two per megabyte. Their dramatic

decrease in cost over the past fifteen years has been accompanied by huge gains in the
capacity and reduction in the access times for data. Recording technology has allowed
higher densities of bits to be packed onto more exotic substrates for fast access. Disks
are the second fastest medium for data storage. RAM is faster, but also costs more, at
15 to 16 cents per megabyte. A recent addition to the picture, solid state disks using
non-volatile RAM, are extremely fast, but also extremely expensive. Disks, then, allow
inexpensive storage of large amounts of data with relatively easy access.

RAID
A Redundant Array of Inexpensive Disks (RAID array) can combine disks in

defined paradigms to provide both capacity and security for recorded data. A few of
these paradigms are:

■ RAID level 0, data striping: Data is written across a set of disks in parallel.
For example, a 128KB chunk of data may be written in parallel on 2 disks
by writing 64KB on each simultaneously, improving both performance and
capacity.

■ RAID level 1, data mirroring: Data is copied in parallel across a pair of
disks. In the above example, 128KB is written twice, on two different disks.
This protection against disk failures comes at the cost of doubling the num-
ber of disks used.

■ RAID level 0+1, striping plus mirroring: Data is striped over n disks and

4. Backup Hardware
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which are then mirrored on n separate disks. Here we gain performance and
security at the cost of 2n disks to hold data. (But, remember, disks are inex-
pensive, right?)

RAID level 5, striping plus parity: More security is provided by using pieces
of disk to create parity data, using 1 bit per byte of extra information. So
every 8 bytes of data is accompanied by one extra byte of parity. The data is
striped as in RAID 0, and the parity data is interleaved. This very secure
method will continue to operate in the case of a disk failure in the parity
group (albeit with somewhat degraded performance).

Advanced RAID Storage
Very large arrays of disks can be joined together by products such as in EMC’s

Symmetrix or Hitachi Data Systems’ Lightning line. These arrays are available in the
dozens of terabytes, but they cost anywhere from several hundred thousand to a few
million dollars, depending on the capacity and features included in the configuration.

Fibre Channel ATA RAID
A recent addition to the market is the RAID arrays built using off-the-shelf

ATA/IDE disk drives connected to a SCSI or Fibre Channel controller. These extreme-
ly inexpensive RAID arrays can be used for low-intensity applications such as backup.
Many people now suggest placing one of these inexpensive RAID arrays in front of
your tape library and backing up to it first. Offsite tapes can then be created from this
disk backup, while onsite recoveries come straight from disk.

NAS filers such as Network Appliance’s NearStore product allow you to use NFS or
CIFS to mount these inexpensive arrays easily to multiple systems. If you create one or
more directories for each system to write to, you in effect give each system its own ded-
icated backup device.

These disk arrays can be used as virtual tape arrays or libraries. They are still com-
posed of many inexpensive ATA drives addressable via Fibre Channel, but they appear
to the backup server as many tape drives, or possibly a tape library, as with Quantum’s
virtual P1000. They offer an 8TB virtual tape library that fits in 2U. It’s comprised of
30 ATA disk drives, but appears to the backup server as a two- or six-drive P1000 with
30 slots. Requests to load, rewind, eject, or unload tapes are automatically responded
to as if they were being executed, but obviously they are unnecessary. In addition, these
arrays can use RAID 3, which is specifically designed for large, sequential I/O requests.
This makes them an extremely fast, inexpensive alternative to tape. One downside to
these disk arrays that appear as tape libraries, though, is that if you are using a com-
mercial backup product, you have to purchase a tape library license to use them.

Optical
The middle road between magnetic storage on disk and tape uses optical methods

to write data to media. A laser light source scanning a reflective surface usually serves as
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the basic read mechanism. However, magneto-optical devices use a combination of
laser to write and magnetic head to read the data. The capacities and formats of the
drives and media vary considerably from one manufacturer to another, but there has
been steady progress toward standardization. The OSTA Web page in the references
provides some excellent pointers to various sites. Figure 1, from OSTA, shows the
capacities and form factors for magneto-optical disk media.

Figure 1. The Development of Media

Here are some definitions and specifications:
■ Erasable optical: Generally either magneto-optical or phase-change optical

disks. On a magneto-optical disk, the laser changes the magnetic properties
of the medium using Curie point heating of the substrate under the influ-
ence of a magnetic field. In the second, the laser induces a phase change in
the substrate crystalline structure. Both mechanisms change the reflective
properties of the substrate, which is how the data is read back.

■ WORM: Write Once, Read Many is generally a 12-inch platter of glass that
will record a large amount of data permanently. Although the published
shelf life of this media is given as 30 years or more, the actual shelf life has
never been tested. The problem is that the drives which read these disks
have a much shorter life span and, as the technology has evolved, the manu-
facturers discontinue sales and support of the drive. This is thus a dead-end
technology which could store around 16GB of data for a very long time.
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■ CD and CD-RW: The familiar CD-ROM disk is ubiquitous in the world
today, holding music as well as data. However, it is limited to approximately
650–700MB of data and is read-only. The successor to this is the
Read/Writable compact disk, which allows the user to erase and reuse the
same physical area of the disk.

■ DVD-ROM: Its basic technology is the same as DVD Video, but it also
includes computer-friendly file formats.

■ DVD-R: Its capacity is 4.7 gigabytes. Though similar in appearance to the
CD, DVDs are written with a much smaller track size (0.74 microns vs. 1.6
microns for CD). As with CD-R, users can write only once to this disk.

■ DVD-RAM: This DVD acts as a virtual hard disk, with random read-write
access. Originally a 2.6-gigabyte drive, its capacity has increased to 4.7-giga-
byte per side. It can be rewritten more than 100,000 times.

■ DVD-RW: Similar to DVD-RAM except that its technology features a
sequential read-write access more like a phonograph than the random-access
mode of a hard disk. Its read-write capacity is 4.7 gigabytes per side. It can
be rewritten up to about 1,000 times.

■ DVD+RW: This most recent competing technology stands to make a big
difference. These disks offer a higher level of compatibility than their prede-
cessors. As of this writing,no write-once medium is available for DVD+RW
drives, but that should change soon.

That pretty much covers random-access backup media. In summary, they have rea-
sonable capacities, somewhat high prices, and variable shelf lives. These drawbacks are
mitigated by the speed with which data can be accessed and read back into the system.
Never underestimate the power of random access.

Tape
With tape drives the price per megabyte starts to plummet, but the access time to

the data is correspondingly greater. Tape formats can be divided into three major cate-
gories—linear, helical scan, and serpentine—but they all have a plastic substrate coated
with a thin film of magnetic material. The electronics generally write the data, read
what was just written, and correct if necessary. Sometimes the tape moves over a sta-
tionary head and sometimes the head is a rotating device (containing multiple
read/write elements.

Linear
Perhaps the simplest design and pre-dating the other tape formats, linear recordings

are represented by the venerable 9-track tape drives. Whenever an old sci-fi movie
wants to show a busy computer room, filmmakers invariably focus on a spinning 9-
track tape. This tape method uses a fixed head over which the tape is dragged.

Writing to 9-track tape is very simple: 9 bits are written to tape in parallel, the tape



44 /  Backup Hardware

advances, and the next 9 bits are written. Densities range from 800 bytes/inch up to
6250BPI. The full capacity of the tape is relatively small though—around 140MB at
the highest density. They also tend to suffer from shelf storage without data refresh,
and the data can become considerably corrupted over time.

Helical Scan 
To pack more bits per inch and increase the recording speed, helical scan tapes use a

rotating read/write head assembly, typically made up of 2 write heads and 2 verify
(read) heads. The assembly rotates at an angle to the movement of the tape. This causes
the data to be recorded in angled stripes across the tape.

Several tape types comprise this group: DDS/DAT, 8mm, AIT, and DST. DDS
came from DAT (digital audio tape) drives, which were developed for the audio
recording industry. As time has passed, the densities have increased, the tapes are
longer, and the recording methods have changed. The current DDS standard is DDS-
4, a 150 meter tape recording 20GB at 2.4MB/sec uncompressed. Most drives now
build data compression built into the drive electronics. Caveat emptor: many marke-
teers will quote compressed capacities and transfer speeds, which may have no rele-
vance to the data you are recording.

Next on the list is traditional 8mm tape. This technology grew out of the 8mm
video camera recording industry. These mass-produced video recorders were easily
adapted to data recording. Generally, the capacities range from 3.5 to 7GB with trans-
fer speeds of 0.5 to 2MB/sec uncompressed.

Because video recording requirements are less stringent than those for data record-
ing, Exabyte designed a new recording system for the 8mm format called Mammoth.
In the original DAT and 8mm tape drives, the tape is required to take a very complex
path over capstans and rollers. This stress on the tape reduces life span and accuracy.
The older drives also tended to get dusty as the tapes shed minute amounts of particu-
late matter. Mammoth engineered around these limitations for a more robust but gen-
tler drive that allows a thinner tape, which increased the recording capacity.

Another helical scan–based drive is the AIT, whose memory-in-cassette (MIC) fea-
ture allows meta-information to be stored on the cartridge separately from the tape.
AIT, like Mammoth, is an 8mm-type format, but is a completely different type of drive
manufactured by Sony and HP, Exabyte’s competitors. Mammoth and AIT are incom-
patible, but their capacities are similar. Anecdotal evidence suggests that AIT drives are
more reliable than Mammoth. The AIT-3 standard calls for 100GB native storage at
12MB/sec.

DST (Data Storage Technology) from Ampex, was derived from the data recording
industry for flight testing. These 19mm cartridge tapes can hold prodigious amounts of
data. The DST 314 drive can hold up to 660GB of data on a single piece of media and
can transfer data at 20MB/second. Backing up large databases to a single tape seems
like a reasonable usage for this technology—a good instance of considering the type of
backup you need and matching the media to the need.
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Serpentine
So far, we have discussed tapes where the bits line up vertically across the width of

the tape. This method made sense when recording density was very low. We have also
discussed tapes where the bits line up in parallel stripes at an angle to the tape’s edge.
This method is very efficient in writing, but not for reading, but since files recorded at
the end of a tape stream will be written at the end of the tape.

A third recording technology writes small tracks of data from beginning to end and
then turns around and records in a parallel track from end to beginning, repeating
until the tape is full. This back-and-forth method of recording is generically called ser-
pentine. DLT and Super DLT (Digital Linear Tape) use serpentine recording, as do the
older QIC cartridge tapes. As recording heads decreased in size and the recording
material improved, tape capacity increased.

QIC (Quarter Inch Cartridge) was introduced by 3M in 1972. Mass production
and broad usage brought the price low. The cartridge is similar to an audio tape car-
tridge, in that it contains both the tape and the take-up spools. The current standard is
QIC-3095, which holds 72 parallel tracks and up to 4GB of data (depending on the
physical length of the tape). The tape has another standard, Travan, which currently
hold 10GB native on 108 tracks (TR5).

DLT is probably the most widely used medium-range tape technology today. With
a readily available supply of media, drives and libraries have made this the de facto
medium of choice for many backup scenarios. DLT flavors include the DLT 2000,
4000, 7000, and 8000 drives, and Super DLT drives. These employ different recording
standards. The 7000 and 8000 are widely distributed and can hold 35–40GB trans-
ferred at 5–6MB/sec, native.

LTO, another serpentine format tape, is made by a consortium of manufacturers,
not including Quantum. The Ultrium drive holds 100GB, transfers data at 15MB/sec,
and stores the data on 384 parallel tracks. Time will tell about the reliability, availabili-
ty, and serviceability of these newer drives, but they appear to be taking a straight path
to higher capacity and faster transfer rates. As of this writing, LTO appears to be giving
DLT a run for its money.

Other media types are covered at http://www.storagemountain.com.

Robotics
Now that we’ve covered the drives, what about handling the media? While the tapes

have increased in capacity and speed, the explosion of storage space in the world mar-
ket has far outstripped that pace. The only way to back up this large dataspace is to use
multiple pieces of media. Many of us older sysadmins started our careers as media relo-
cation engineers, loading and unloading tapes from drives in preparation for user
requests or system tasks such as backups. Now there are robotic devices that can handle
thousands of pieces of media and contain hundreds of drives. Ah, the joys of automa-
tion!
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The following list, derived from www.storagemountain.com, shows the variety of
devices currently available:

■ ADIC makes stackers and libraries of all shapes and sizes for all budgets.
After establishing a solid position in this market, they decided to expand.
They now make the largest tape libraries in the world.

■ ATL makes some of the best-known DLT stackers libraries on the market.
Many VARs relabel and resell ATL’s libraries.

■ Ecrix makes small autoloaders for use with their drives.

■ Exabyte once cornered the market for 8mm stackers and libraries, and they
still make stackers and libraries of all shapes and sizes.

■ Hewlett-Packard is the leader in the optical jukebox field, providing mag-
neto-optical jukeboxes of up to 1.3TB capacity.

■ IBM makes a line of expandable libraries for their 3490E and 3590 tape
drives that can hold up to 6,240 cartridges, for a total storage capacity of
187TB.

■ Overland Data offers small DLT libraries with a unique feature: scalability.
They sell an enclosure that can fit several of the small libraries, allowing
them to exchange volumes. This allows those on a budget to start small
while accommodating growth.

■ Qualstar’s product line offers some interesting features not typically found
in 8mm libraries. Their design reduced the number of moving parts and
added redundant, hot-swappable power supplies. Another interesting fea-
ture is an infrared beam that detects when a hand is inserted into the
library. They also now make DLT libraries.

■ Seagate and Seagate each has a line of small DDS stackers.

■ Spectralogic now concentrates on AIT libraries. Their libraries have a very
easy-to-use LCD touch screen, and almost all parts are Field Replaceable
Units (FRUs). The power supplies, tape drives, motherboards, and slot sys-
tem can all be replaced with a simple turn of a thumbscrew.

■ Storagetek offers a line of very large, expandable tape libraries. Most of their
libraries can accept any of the Storagetek DLT or LTO drives. The libraries
have a capacity of up to 6000 tapes and 300 TB per library storage module.
Almost all of their libraries can be interconnected to provide unlimited stor-
age capacity.

■ Tandberg manufactures AutoLoaders for their SLR line of tape drives.



What Is a SAN?
Before beginning an explanation of SANs, we should glance at iSCSI. As of this

writing, iSCSI is gaining ground and market share, but is still very new. Although we
will mention iSCSI from time to time, we will only go into detail about Fibre
Channel-based SANs.

Our definition of a SAN:
A SAN is two or more devices communicating via a serial SCSI protocol
such as Fibre Channel or iSCSI.

By this definition, what differentiates a SAN from a LAN (or from NAS) is the pro-
tocol used. If a LAN carrying storage traffic uses the iSCSI protocol, then we would
consider it a SAN. But simply sending traditional, LAN-based backups across a dedi-
cated LAN does not make that LAN a SAN. Although some people refer to such a net-
work as a storage area network, the authors do not—and we find doing so very confus-
ing. We usually refer to such a LAN as a “storage LAN” or a “backup network.” A stor-
age LAN is a very useful tool which removes storage traffic from the production LAN.
But a SAN is a network that uses a serial SCSI protocol (e.g., Fibre Channel or iSCSI)
to transfer data.

A SAN is not network-attached storage (NAS). Whereas SANs use the SCSI proto-
col, NAS uses the NFS and SMB/CIFS protocols. The direct access filesystem, or
DAFS, pledges to bring SANs and NAS closer together by supporting file sharing via
an NFS-like protocol that will also support Fibre Channel as a transport. DAFS, how-
ever, is beyond the scope of this book.

.
SANs offer a number of advantages over traditional, parallel SCSI:

■ Fibre Channel and iSCSI can be trunked, so several connections are seen as
one, allowing them to communicate much faster than parallel SCSI. Even a
single Fibre Channel connection now runs at 2Gb/sec in each direction, for
a total aggregate of 4Gb/sec.

■ You can put up to 16 million devices on a single Fibre Channel SAN (at
least in theory).

5. SAN and NAS

Note: It is very common for a NAS filer to be comprised of a filer
head with SAN-attached storage behind it
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■ You can easily access any device connected to a SAN from any comput-
er also connected to the SAN.

What Is NAS?
The NAS (Network Attached Storage) industry is based on selling boxes to do

something that any UNIX or Windows system can do out of the box: share files via
NFS, CIFS, or DAFS. That is, NAS filers share files via NFS (the file sharing protocol
for UNIX) or CIFS/SMB (the file sharing protocol for Windows). How is it, then, that
NAS vendors have been so successful? Why are many people predicting a predomi-
nance of NAS in the future? The answer is that they have done a pretty good job of
removing the issues that people have with NFS and CIFS.

The NAS vendors tried to make NFS and CIFS servers easier to manage. They cre-
ated packaged boxes with hot-swappable RAID arrays that significantly increase their
availability, and they decreased the amount of time needed for corrective maintenance.
Another novel implementation was a single server to provide both NFS and CIFS serv-
ices. You can even mount the same directory under both NFS and CIFS. Some NAS
vendors also designed user interfaces that made sharing NFS and CIFS filesystems easi-
er. In various ways, then, NAS boxes are easier to manage than their predecessors.

NAS vendors have also successfully dealt with the performance problems of both
NFS and CIFS. In fact, some of them have actually made NFS faster than local disk!

The first NAS vendor, Auspex, suspected that the problem stemmed from the typi-
cal NFS implementation forcing every NFS request to go through the host CPU.3

Their solution was to create a custom box with a separate processor for each function.
The host processor (HP) would be used only to get the system booted up, and then
NFS requests would be the responsibility of the network processor (NP) and the stor-
age processor (SP). The result was an NFS server that was much faster than any of its
predecessors.

Network Appliance, the next major vendor on the scene, believed that the problem
lay with the UNIX kernel and filesystem. Their solution was to shrink the kernel to fit
on a 3.5” floppy disk, completely rewriting the NFS subsystem to be more efficient,
including optimizing the filesystem for use with NVRAM. They were the first NAS
vendor to publish benchmarks that showed their servers were faster than some locally
attached disk.

Please note that NAS filers use the NFS or CIFS protocol to transfer files. In con-
trast, SANs use the SCSI-3 protocol to share devices.

SAN vs. NAS: A Summary
Table 6 compares NAS and SAN. It should clear up any remaining confusion

regarding their similarities and differences.

3. All early NAS vendors started with NFS and added CIFS services later.
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Table 6: SAN vs. NAS

SAN Backup and Recovery

LAN-Free Backups
LAN-free backups occur when several servers share a single tape library. Each of the

servers connected to the SAN can back up to tape drives that it sees as attached locally.
The data is transferred via the SAN using the SCSI-3 protocol, and thus does not use
the LAN.4 Software acts as a traffic cop. LAN-free backups are represented in Figure 2
by arrow number 1, which shows a data path starting at the backup client, traveling
through the SAN switch and router, and arriving at the shared tape library.

Client-Free Backups
Although an individual computer is often called a server, to the backup system it is

a client. In a client-free backup, the client’s disk storage resides on the SAN, and a mir-
ror of that storage is made visible to the backup server; the client is not involved in the
backup.5 Client-free backups are represented in Figure 2 by arrow number 2, which
shows a data path starting at the disk array, traveling through the backup server and
the SAN switch and router, and arriving at the shared tape library. The backup path is

SAN NAS

Protocol Serial SCSI-3 NFS/CIFS

Shares Raw disk and tape drives Filesystems

Examples of shared items /dev/rmt/0cbn
/dev/dsk/c0t0d0s2 
\\.\Tape0

\\filer\C\directory\filename.doc 
/nfsmount/directory/filename.txt

Allows Allows different servers to
access the same raw disk
or tape drive (not typically
seen by the end user)

Allows different users to access
the same filesystem or file

Replaces Replaces locally attached
disk and tape drives.
SANs also offer something
new: hundreds of systems
can share the same disk or
tape drive

Replaces UNIX NFS servers and
NT CIFS servers that offer net-
work shared filesystems

4. This may change in the near future, since iSCSI-based SANs will use the LAN. But many experts are
recommending that you create a separate LAN for iSCSI, so the backups will not use your production LAN.
The principle remains the same; only the implementation changes.

5. As far as we know, W. Curtis Preston was the first to use the term client-free backups. Some backup
software vendors refer to this as server-free backups, and others simply refer to it by their product name for
it. He felt that a generic term was needed. We believe that this helps distinguish this type of backups from
server-free backups, which are defined next.
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very similar to LAN-free backup, except that the backup server is not backing up its
own data, but is backing up data from another client whose disk drives reside on the
SAN.

Figure 2. LAN-Free, Client-Free, and Server-Free Backups

Server-
Free

Backups
If the SAN to which the disk storage is connected supports a SCSI feature called

extended copy, then the data can be sent directly from disk to tape. There are also other,
more proprietary methods for doing this that don’t use the extended copy command.
This is the newest area of backup and recovery functionality being added to SANs.
Server-free backups are represented in Figure 2 by arrow number 3, which shows a data
path starting at the disk array, traveling through the SAN switch and router, and arriv-
ing at the shared tape library. You will notice that the data path does not include a
server of any kind.

No backup is completely LAN-free, client-free, or server-free. The back-
up server is always communicating with the backup client in some way,
even if it is just to get the metadata about the backup. What these terms
are meant to illustrate is that the bulk of the data is transferred without
using the LAN (LAN-free), the backup client (client-free), or the backup
server (server-free).



A good backup and recovery system is the essential starting point for a disaster
recovery plan. Creating such a system is no easy task. One must understand and use
native backup utilities, freely available utilities, commercial software, and plenty of
hardware to accomplish this task. Recently the addition of SANs and NAS has brought
new functionality to the backup and recovery space, but not without complicating the
issue as well. However, a proper use of SANs and NAS in your backup and recovery
system can significantly increase its usefulness and its integrity.

6. Summary
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10Mb
10 Megabit Ethernet.

100Mb
100 Megabit Ethernet.

10mm tape
10 millimeter tape-width cartridge media.

4mm tape
4 millimeter tape-width cartridge media, typically DAT (Digital Audio Tape).

8mm tape
8 millimeter tape-width cartridge media.

ACS (Automatic Cartridge System)
A StorageTek term.

AMANDA (Advanced Maryland Automatic Network Disk Archiver)
A shareware public-domain backup and recovery solution.

archive
The process of storing data on secondary media, then removing the stored data
from the source system. Also, the collection of data that has gone through this
process.

b
Stands for bit when used with a numeric prefix.

B
Stands for byte when used with a numeric prefix.

backup
The process of saving a copy of data, typically to removable media.

backup window
The period of time during which it is permissible to start a backup. 
(Generally, if the window closes after a backup is started, it will proceed to comple-
tion.)

bare metal recovery
Rebuilding a computer system’s OS and variable data on disks from square one.
Bare metal recovery should definitely be addressed and covered in a disaster recovery
process document.

Definitions 
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baseline
A full backup that will never expire.

bit bucket
A location to send unwanted output so that it really does not take up disk space;
typically, under UNIX systems it is /dev/null.

browse time
The amount of time that a backup file can still be browsed.

cartridge tape
Often found on workstations, they are faster and hold more information than flop-
pies. See QIC tape.

CD (Compact Disk)
A form of media that can hold data. Some compact disks are read-only (CD-
ROM), and others are read-write (CD-R).

CD-R (Compact Disk—Recordable)
Recordable media.

CD-ROM (Compact Disk—Read-Only)
Media that cannot be rewritten.

CD-RW (Compact Disk—Read-Write)
Media that can be rewritten.

client
In the client-server model, the host that makes the request for a service from a 
server.

clone
A duplicated entity. In this sense, an entity can be an entire system (the disk resi-
dent OS, patches, applications, variable data), specific disk data, a tape, a CD-
ROM. Also, a logical set of data that has been duplicated.

cloning
The process of making an identical copy, especially the process of making more
than one copy of files during backup.

cp
A UNIX utility for copying files.

cpio
A UNIX utility for copying file archives in and out.

cumulative incremental backup
A backup of all files that have changed since the last full backup, even if they’ve
already been backed up in earlier cumulative incremental backups.

DAT (Digital Audio Tape)
A 4mm cartridge tape backup technology.
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DDS (Digital Data Storage)
The standard to which DAT tapes must conform.

degauss
To demagnetize a magnetic tape or other magnetic material by use of a degausser.

destructive read
A read operation in which data is taken from a location to another destination in
such a way that the data in the original location is lost or mutilated.

differential incremental backup
A backup strategy of all files that have changed since the last differential backup.

disaster recovery
A procedure for a host, network, or enterprise to restore systems and data following
a disaster such as a disk crash, fire, earthquake, storm, or water damage.

disk
Magnetic disk.

disk drive
The transport mechanism of a magnetic disk unit, which moves the magnetic 
medium.

diskette
Floppy disk.

disk file controller
A device which controls the transfer of data between magnetic disk units and main
memory.

disk pack
A removable assembly of magnetic disks easily placed on and removed from a disk
drive unit.

DLT (Digital Linear Tape)
A common tape format used for high-speed data transfer, holding 35–100GB of
uncompressed data.

drive
Any device that moves a medium used for reading or writing, such as a disk drive,
tape drive, CD drive, or DVD drive.

driver
Software that controls an internal or peripheral device, such as a disk drive, tape
drive, CD-ROM drive, robot, or stacker.

dump
A BSD-based UNIX utility that writes the contents of a file, files, directories,
filesystems, or disk drive.

dump cycle
The schedule according to which data is backed up. This cycle usually involves a
sequence of full and incremental dumps. Also, a term used in AMANDA to set the
frequency of full dumps.
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duplex
Bidirectional communication. Full duplex uses media both to transmit and to
receive simultaneously. Half duplex uses separate media or alternates direction.

duplication
Having more than one copy (as in more than one copy of data). Also, the process of
copying data (typically from tape to tape). See clone.

enterprise backup solution
A documented plan for regular backups of all an enterprise’s important data. It also
addresses network, security, and scalability issues.

EOF
End of file.

EOR
End of run.

EOT
End of tape.

EPROM (Erasable Programmable Read-Only Memory)
A read-only memory that may be both programmed and erased in the field. Erasure
is often carried out in strong ultraviolet light. Also, Electrically Programmable Read-
Only Memory (electrically erasable).

erasable storage
Any storage medium in which new data can overwrites previously written data.

floppy disk
Magnetic media that cannot hold much data (only up to 2.8MB). They are more
expensive than other media per megabyte; since they only last for a couple of years,
they should never be used for long-term storage.

floptical
Media that is written magnetically but read optically. They are the same physical
size as a 3.5-inch floppy but hold anywhere from 60 to 200MB. This technology is
fairly new, so it is unclear how long data can last on such media and unclear how
reliable the media and associated drives may be.

full backup
All files in the specified target source locations are saved. See incremental backup.

full duplex
See duplex.

Gb (gigabit)
Loosely, one billion bits; precisely, 1,073,741,824 bits.

GB (gigabyte)
Loosely, one billion bytes; precisely, 1,073,741,824 bytes.
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GBIC (Gigabit Interface Converter)
Hardware used to attach devices to fiber-based systems such as Fibre Channel.

giga-
Prefix meaning one billion; 109 or 1,000,000,000; in computer terminology, 230 or
1,073,741,824.

hot backup
A backup that takes place while the system is in use.

HSM (Hierarchical Storage Management)
A system that stores and manages data in a hierarchical fashion. This type of system
allows both backup up and restore of data and archival of data.

IDE (Integrated Drive Electronics)
A type of hardware interface commonly used to connect peripherals to personal
computers; its use is growing on some makes of UNIX hardware, such as Sun
Microsystems Ultra line.

incremental backup
A backup of data that has changed since a specified reference point. The reference
point can be either a time or a certain type of backup (e.g., a full backup). See dif-
ferential incremental backup; cumulative incremental backup.

Internet
The computer network that stemmed from the original ARPAnet funded by the
DoD during the late 1960s and early 1970s. The geneology of the Internet is
ARPAnet, DARPAnet, NSFnet, and now the Internet. This computer network is
not governed by any one body but is made up a multitude of privately controlled,
globally connected networks.

intranet
A private set of interconnected local area networks. Also, the entire set of intercon-
nected networks for an enterprise (company); the corporate network. This network
may or may not be connected to the Internet. See Internet.

IP (Internet Protocol)
A protocol. which works at the third layer of both the TCP/IP and OSI 
network models and deals with getting network data sent to the correct destination.

IP Address
An Internet protocol address, required in order for a host to be attached to a
TCP/IP network. This address is represented by 4 octets (bytes) separated by dots
(periods), for example, 131.106.3.253. Also, Intelligent Peripheral Interface, which
was developed to be a high-speed replacement for the SMD protocol but was over-
taken by the SCSI protocol.
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jukebox
A storage device that can hold several media, either magnetic (tape or disk) or opti-
cal. Such a device takes its name from the old-style record-playing jukebox, which
changes records on a single turntable. Jukeboxes can automatically change remov-
able media in a limited number of drives. They are available for several types of
media, including WORM, 8mm, and DAT. Often jukeboxes are bundled with spe-
cial backup software that understands how to operate the changer.

kilo-
Prefix meaning one thousand; 103 or 1000; in computer terminology, 210 or 1024.

LAN (Local Area Network)
A network of computers in a relatively small area.

LAN-free backup
A backup that writes to media on units attached to the host via a SAN.

library
A physical device (typically, a peripheral) that holds a multitude of media such as
4mm DAT, 8mm tape, DLT, or CD-Rs. Also, the set of media, typically cataloged
in some fashion and filed in order; for example, a library of old backup tapes, or a
library of offsite backup tapes.

live backup
A backup of data while users are working on the system.

local director
A network device that performs load balancing of incoming network traffic to a set
of servers.

logical volume
Disk space that is seen by the system as being contiguous although in fact it may be
comprised of non-contiguous sections of one or more physical disks.

LVM (Logical Volume Manager)
A utility that manages the logical volumes on a computer system. The manager usu-
ally has both a GUI and a command line mode of operation.

MAC (Media Access Control) address
Synonymous with Ethernet address.

Mb (megabit)
Loosely, one million bits; precisely, 1,048,576 bits.

MB (megabyte)
Loosely, one million bytes; precisely, 1,048,576 bytes.

media (plural; sing. medium)
The entities to which data will be written or stored, e.g., magnetic tape, magnetic
disks, compact disks, digital video disks.
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medium
The smallest discrete physical storage unit; e.g., a tape volume, optical platter, phys-
ical disk drive, or logical volume.

mega-
Prefix meaning one million; 106 or 1,000,000; in computer terminology, 220 or
1,048,576.

micro-
Prefix meaning one millionth; 10-6 or 1/1,000,000.

migration
The movement of files to deeper levels within HSM systems; implies the probable
return of the file to its original location.

milli-
Prefix meaning one thousandth; 10-3 or 1/1,000.

mirror
A duplicate (mirror image) of data at a separate disk space; as data is written to one
location (the primary mirror), the same data is written to a second location (the sec-
ondary mirror).

mirroring
Writing the same data on two or more disk spaces.

multiplexing
The process of using several plexes to make one logical volume. See plex. Also, the
process of combining multiple data streams into one stream; used to interleave
backups from multiple filesystems onto one tape.

nano-
Prefix meaning one billionth; 10-9 or 1/1,000,000,000.

NAS (Network Attached Storage)
A computer or device dedicated to sharing files via NFS, CIFS , or DAFS.

networker
The command to invoke the Legato Networker backup and recovery application
GUI.

newfs
A UNIX utility that puts a UNIX filesystem onto disk media.

NIC (Network Interface Card)
A hardware card put into a computer to enable network connectivity. This board
may or may not contain its own Ethernet address.

node
A component in a network (e.g., client or server). Also, an element in a tree.
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offsite storage
Storing copies and/or older versions of backup media at an external (offsite) loca-
tion, so that computer systems may be rebuilt after a disaster. This offsite location
can be a different building within the work complex, a third-party vendor who spe-
cializes in storing data media, or a company building in a different city.

optical media
Media that use optical technology (as opposed to magnetic technology), e.g., CD-
ROM, CD-R, DVD-ROM, DVD-RAM, DVD-R, DVD-RW, DVD+RW.

Oracle
A vendor of shrink-wrapped database software.

Oracle database
The database generated and maintained by the software from Oracle. Oracle data-
bases typically require orderly shutdown prior to a backup or recovery of the data-
base.

oratab
The configuration file for an Oracle installation.

parallelism
The ability to handle more than one task (in this booklet, backup and recovery)
simultaneously. See multiplexing.

peripheral device; peripheral
A device attached externally (i.e., peripherally) to a system.

peta-
Prefix meaning one quadrillion; 1015 or 1,000,000,000,000,000; in computer ter-
minology, 250 or 1,102,150,455,682,648.

pico-
Prefix meaning one trillionth; 10-12 or 1/1,000,000,000,000.

pipe
A standard feature of UNIX shells and DOS which allows the output of one com-
mand to become the input for another command. Usually represented as the verti-
cal bar, |.

plex
A logical grouping of subdisks.

QIC (Quarter Inch Cartridge ) tape
A magnetic tape technology used for backup. They can be quite expensive and are
not well suited for backups, as a small filesystem will take several tapes, but are good
for distributing software and for exchanging small amounts of data among different
platforms. The most common cartridge tapes are QIC-11, QIC-24, and QIC-150
(the number specifies the capacity of the media in MB).
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RAID (Redundant Array of Independent Disks)
A set of disks combined in defined paradigms to provide both capacity and security
for recorded data.

RAID Level 0
Striping; not really RAID because there is not redundancy. See striping.

RAID level 0+1
Striping plus mirroring, in that order. See striping; mirroring.

RAID Level 1
Mirroring.

RAID Level 1+0
Mirroring plus striping, in that order. See mirroring; striping.

RAID Level 2
Striping across disks with a separate disk set used for Hamming Code Error
Correction Code storage.

RAID Level 3
Striping with one entire disk in the set used for holding parity (XOR).

RAID Level 4
Another parity code recording scheme, similar to RAID 3.

RAID Level 5
Striping with parity spread across all disks: if one disk dies, the system can run (with
degraded performance) by getting the data from the lost disk from the parity spread
across the other disks. A new disk can be hot-swapped for the dead disk, and the
data from the parity will regenerate the new disk.

RAID Level 5+1
RAID Level 5 (described above) plus mirroring.

rdump
A UNIX utility that allows dump to be performed over the network.

recovery
The process of restoring the data saved during a backup.

recover
A Legato Networker client-side command line command for performing data recov-
ery from magnetic tapes written during the backup (or save) process.

relocation
Movement of a file or files from one filesystem or directory structure to another;
implies a permanent change of file location.

resident
Indicates that the object is present on the medium (level) being examined.

restore
A UNIX utility that restores a dump file. See dump. Also, the command that
invokes the UNIX utility restore./ See ufsrestore.
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retention time
The amount of time a backup file is considered valid.

robot
The mechanical device within a stacker, jukebox, or library that moves media (typi-
cally tapes) in and out of the drives.

SAN (Storage Area Network)
Two or more devices communicating via a serial SCSI protocol such as Fibre
Channel or iSCSI.

SCSI (Small Computer System Interface)
A hardware interface used to connect peripherals to a board that connects to a com-
puter’s motherboard.

SCSI over IP
The SCSI protocol running over the third layer of the TCP/IP protocol stack.

server
A host on a computer network that provides a service to the network or a subset of
host on the network.

server-free backup
Also known as SCSI-3 extended copy: a host asks 2 SCSI devices to transfer data
directly between themselves without generating interrupts for every read/write oper-
ation on the host.

Shared Storage Option
Software used to share tapes, libraries, and robots in VERITAS NetBackup.

Shoeshine
What occurs when a tape drive has to stop writing, reposition, and resume writing.
This is usually a symptom of data-stream starvation, i.e., the drive could handle
much more input with higher write efficiency.

SMD (Storage Module Device)
An interface that used to be popular on UNIX systems. An SMD controller can
handle up to four disk drives.

snapshot
The image of a computer system in a certain state, captured so that the computer
system can be restored to that state.

stacker
A simple tape changer, used with a standard tape drive. Tapes are loaded into a hop-
per; full tapes are ejected from the drive and replaced with blank tapes from the
hopper. Most stackers hold about ten tapes.

stage in
To recall from a deeper level of HSM and make resident.

stage out
To migrate to a deeper level of HSM and remove from the source medium.



Definitions  / 63

storage library
Any robotic device that manipulates removable media volumes.

storage medium
Any recording medium used for data backup.

streaming tape drive
A drive capable of continuously writing data to tape at the speed the tape moves
through the mechanism.

striping
RAID terminology for the ability to write a stream of data across a set of disks in
parallel.

tape
Magnetic tape.

tape drive
The physical unit which reads and writes magnetic tape.

tape label
A record at the beginning and one at the end of a reel of magnetic tape which pro-
vide details about the files stored on the tape.

tape loadpoint
The position on a piece of magnetic tape at which reading or writing can begin.

tape mark
A character on a magnetic tape file which indicates the start of a new section; also
known as a control mark.

tape pool
A set of tapes grouped logically together, from which the backup application will
pull during the backup process.

tar (tape archive)
The UNIX command to invoke the UNIX archiving utility tar.

TB (terabyte)
Loosely, one trillion bytes; precisely, 1,099,511,627,776 bytes.

TCP/IP (Transmission Control Protocol/Internet Protocol)
The standard communications protocol of the Internet.

tera-
Prefix meaning one trillion; 1012 or 1,000,000,000,000; in computer terminology,
240 or 1,099,511,627,776.

three-way mirror
A mirror set made up of primary, secondary, and tertiary submirrors such that the
same data is written to all three submirrors. One submirror can be split from the
other two for a backup while the system is in use.
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throughput
The rate at which data can move from the system’s storage media (typically, its disk
drives) to the backup storage media (typically, removable tape media).

TIR (True Image Recovery)
A feature of VERITAS NetBackup which allows recovery to a point in time but will
not overwrite files created after that time.

Towers of Hanoi dump sequence
A sophisticated data backup sequence, based on a puzzle called the Towers of
Hanoi, which provides extensive redundancy. The connection between the sequence
and the puzzle is limited and unimportant. The sequence is designed to balance the
desire to save as much information for as long as possible against practical limita-
tions, such as the amount of time it takes to perform the dumps and the number of
tapes.

tree
A directory structure. Also, a data structure which allows selection by reduction or
expansion cascading. Its graphic representation typically resembles a tree.

ufsdump
A System V–based UNIX utility that dumps a file, files, directories, filesystems,or
disk drives.

ufsrestore
A System V–based UNIX utility that restores a dump file. See dump.

vaulting
The process of keeping a copy of the data offsite or in a secure area. See offsite
storage.

VLAN (Virtual Local Area Network)
Hosts on physically distinct networks or network segments that can be treated as
being on the same network segment.

volume
A generic term for a piece of media without regard to its physical form (e.g., optical
disk, tape, floppy, DVD). Also, a collection of disks into a multi-disk set which can
be manipulated as if it were a single large disk.

WAN (Wide Area Network)
A network that connects a large geographic area. See LAN.

WORM (Write Once Read Many)
An optical disk that cannot be rewritten.
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